Magnetic resonance imaging technique
Brain MR Image Segmentation
Magnetic resonance imaging (MRI) is an advanced medical imaging technique providing rich information about the human soft tissue anatomy. It has several advantages over other imaging techniques enabling it to provide three-dimensional (3-D) data with high contrast between soft tissues. However, the amount of data is far too much for manual analysis/interpretation, and this has been one of the biggest ob- stacles in the effective use of MRI. For this reason, automatic or semi-automatic techniques of computer-aided image analysis are necessary. Segmentation of MR images into different tissue classes, especially gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF), is an important task.

Brain MR Images have a number of features, especially the following: First, they are statistically simple: MR Images are theoretically piecewise constant with a small number of classes. Second, they can have relatively high contrast between different tissues. Unlike many other medical imaging modalities, the contrast in an MR image depends strongly upon the way the image is acquired. By altering radio-frequency (RF) and gradient pulses, and by carefully choosing relaxation timings, it is possible to highlight different components in the object being imaged and produce high-contrast images. These two features facilitate segmentation. On the other hand, ideal imaging conditions are never realized in practice. The piece- wise-constant property is degraded considerably by electronic noise, the bias field (intensity inhomogeneities in the RF field) and the partial-volume effect (multiple tissue class occupation within a voxel), all of which cause classes to overlap in the image intensity histogram. Moreover, MR images are not always high-contrast. Many T2-weighted and proton density images have low contrast between GM and WM. Therefore, it is important to take advantage of useful data while at the same time overcoming potential difficulties.

SPATIAL intensity inhomogeneity induced by the radio-fre- quency coil in magnetic resonance imaging (MRI) is a major problem in the computer analysis of MRI data. Such inhomogeneities have rendered conventional inten- sity-based classification of MR images very difficult, even with advanced techniques such as nonparametric, multichannel methods .This is due to the fact that the intensity inho- mogeneities appearing in MR images produce spatial changes in tissue statistics, i.e., mean and variance. In addition, the degradation on the images obstructs the physician's diagnoses because the physician has to ignore the inhomogeneity artifact in the corrupted images.

The removal of the spatial intensity inhomogeneity from MR images is difficult because the inhomogeneities could change with different MRI acquisition parameters from patient to patient and from slice to slice. Therefore, the correction of intensity inhomogeneities is usually required for each new image. In the last decade, a number of algorithms have been proposed for MR image segmentation and the intensity inhomogeneity correction.

The purpose of this research is to study deeply state of the art proposed techniques which are playing vital role in the research society. By summarizing the studied techniques along with critical evaluation of these, there opens new lines of research.

This paper is organized as follows: the literature review section II highlights the major techniques that have been studied and focused. Section III deals with critical evaluation and Section IV is concerned with conclusion and future directions in which we will summarize the work done in paper with possible future trends in this field.
Literature Review
This section describes literature review part. Here we summarized the literature on Image segmentation techniques and their usage. The key purpose is to mention key strengths/arguments, weaknesses and limitations of these papers.

According to Zhang et. al , Hidden Markov Random Field model is used for segmenting Brain MRI by using Expectation Maximization Algorithm. They also did experiments and showed that HMRF can be easily combined with other techniques. They incorporated bias field correction Algorithm of Guillemaud and Brady (1997) into proposed technique and achieved three dimensional and fully automated approach for brain MRI segmentation. This proposed technique acts as a very general method that could be applied to many different image segmentation problems with improved results. HMRF model is more flexible for image modeling in the sense that it has the ability to encode both the statistical and spatial properties of an image. With Gaussian Emission Distribution, HMRF model is referred as GHMRF, which generates images with controllable spatial structure � the smaller the standard deviation, the clearer the spatial structure. The EM algorithm not only provides an effective method for parameter estimation, but also a complete framework for un-supervised classification using iterative updating. HMRF-EM method can reasonably overcome all the drawbacks of the FM-EM method as tested and showed that HMRF-EM gave good result even with high level of noise, low image quality and large number of classes, as compared to RM-EM method and hence HMRF-EM is considered a superior approach. The major limitation in their work is that initial estimation based on thresholding is heuristic. It does not give perfect result in case of high invariability of brain MRI in terms of their intensity ranges and contrast between brain tissues. And in case of poorly defined image EM procedure is likely to give a wrong final segmentation. Apart from this, the whole algorithm is slightly slower than the original FM-EM model, due to additional MRF-MAP classification, EM fitting procedure and bias field correction. However, it can obtain slightly good speed by employing ICM fast deterministic method and certain optimization to programme.

After this advancement in Image segmentation, Mohamed N. Ahmed et.al have presented modified algorithm for fuzzy segmentation of MRI Data and estimation of intensity in homogeneity using fuzzy logic. The algorithm is formulated by modifying the objective function of the standard FCM algorithm to compensate intensity in homogeneities and allow the labeling of a pixel (voxel) to be influenced by the labels in its immediate neighborhood. Such a scheme is useful in segmenting scans corrupted by salt and pepper noise. Efficiency and effectiveness are proved through experiments on both synthetic and MR data. Major contribution of their work was to introduce a BCFCM algorithm which is faster to converge to the correct classification as it requires far less number of iterations to converge as compared to EM & FCM. It has also produced slightly better result than EM due to its ability to cope with noise. There were certain drawbacks as FCM has the advantage of working for vectors of intensities while BCFCM is limited to single feature input. Results presented are preliminary and needs clinical evaluation. Incorporation of spatial constraints into the classification blurs some details. So high contrast pixels which usually represent boundaries between objects should not be included in the neighbor. However, this method involves phantom measurement based on global corrections for image non uniformity and needs further work for localized measurement like impact on tumor boundary or volume determinations.

J. L. Marroquin et.al have highlighted the significance of 3-D segmentation of brain MR scans. It uses separate parametric smooth models that are used for the intensity of each class. A brain Atlas is used along with a robust registration procedure to find non rigid transformation to map the standard brain to the specimen to be segmented. This transformation is further used to segment brain from non brain tissues, computing prior probabilities and finding automatic initialization and finally applying MPM-MAP algorithm to find out optimal segmentation. Experiments and comparisons showed effectiveness of proposed method. Simultaneously include the estimation of variable intensity models for each class, and prior knowledge about the location and spatial coherence of the corresponding regions. Major achievements are the MPM-MAP algorithm is more robust than EM with respect to errors in the estimation of the posterior marginals. For optimal segmentation, the MPM-MAP algorithm used, involves only the solution of linear systems and is therefore computationally efficient. In case of multimodal data sets i.e. when several pulse sequences are used, Use of decoupled membrane modal gives more accurate modeling as it fits separate membrane for each tissue. Moreover, Benefits of using multiband images over using only single band is relatively small, while the increase in computational load is significant which suggests that for segmentation purposes, it might often be more convenient to use only single band images. Showing good performance with simulated data, however it is not sufficient to validate a segmentation procedure. It is also very important to test it with real images and compare it with other published methods. One more limitation in method proposed produce a hard segmentation, which means that each voxel is assigned to only one tissue class, whereas in reality many voxels may have a mixture of two tissue classes. However errors induced by these partial volume effect (PVE) do not seem significant.

Mohammad F.Tolba et.al in their paper presented a new algorithm proposed for MR brain image segmentation that is based on EM algorithm and the multi-resolution Analysis of images, namely Gaussian multi-resolution EM algorithm. Author proved through experiments on simulated and manual MRI, the performance of new technique is much better than the conventional EM algorithm. He also claimed that this technique can be used for many other medical imaging type or images with accuracy. GMEM overcome drawback found in EM algorithm i.e EM algorithm fails to utilize the strong spatial correlation between neighboring pixels, as it is based on GMM which assumes that all the pixels are independent and identically distributed. The multi-resolution analysis is based on the aspect that all the spaces are scaled versions of one space. They assumed that the classification of a pixel (x, y) at resolution J is dependent upon both the classification of its parent pixel (x', y') at resolution J+1 and the classification of its grand pixel (x'', y'') at resolution J+2. Moreover, proposed method is less sensitive to the noise level and can be used for noisy images.GMEM algorithm can be used for many other medical imaging techniques with accurate results.Author led idea for future work that is using scientific tech such as data fusion will give more reliable segmentation algorithm. Limitation in this technique is that, GMEM algorithm when applies to pixel laying on the boundaries between classes or on edges, it generates many mis-classified pixels because of parent and grandparent images contain only low level frequencies and hence edges rarely appear in these images.

Shutao Li et.al discussed and reported that edge detection, image segmentation and matching are not easy to achieve in optical lenses that have long focal lengths. Previous researchers have proposed many techniques for this mechanism, one of which is wavelet-based image fusion. This wavelet function can be improved by applying discrete wavelet frame transform (DWFT) and support vector machine (SVM). In this paper, authors have experimented on 5 sets of 256-level images. Results proved that this technique is efficient and more accurate as compared to others. Moreover this procedure does not get affected by consistency verification and activity level measurements. Enhanced version of DWT. Proposed method outperforms a number of conventional schemes both visually and quantitatively. This approach is easy to implement. Paper is limited to only one task related to fusion was focused. Additionally, dynamic ranges were not considered while calculation. Results are not discussed properly as well.

J.K. Sing et.al explained fuzzy adaptive RBI neural network for MR Brain image segmentation. Hidden layer neuron of FARBF-NN neurons has been fuzzified to reduce noise effect. Method proved efficient as compared to other previously proposed methods.Keypoint of their research shows that results experimented on both simulated and real data.

CINVESTAV et.al claimed that medical image segmentation approach involves combination of texture and boundary information and further embedding into a region growing scheme. Geometric Algebra is used to obtain volumetric data representation using spheres, non-rigid registration of spheres and real time object tracking. Major contribution is the use of marching cube algo reduced the number of primitives to model volumetric data and use less primitives for registration process and makes registration process faster. Images obtain from CT scan, which has its own limitations like blurred boundaries and similar grey level between healthy and non healthy tissues.

CINVESTAV et.al suggested that Image segmentation is used for extracting meaningful objects from an image. Authors have segmented an image into three parts including dark, gray and white. Z-function, function and s-function are used for fuzzy division of 2-d histogram. Here QGA is used for finding combination of 12 membership parameters which has maximum value. This technique is used to enhance image segmentation then Tao's method. Significance of this work is that Three-level image segmentation is used by following maximum fuzzy partition of 2-D Histograms. Used genetic Algorithm for validation. QGA which is selected for optimal combination of parameters with fuzzy partition entropy. New fuzzy partition entropy of 2-D histogram is presented. Proposed method gives better performance than one dimensional 3- level thresh holding method. Somehow, a large number of possible combinations of 12 parameters in a multi-Dimensional fuzzy partition are used so it is not practical to compute each possible value QGA can be used to find the optimal combination.

Maria Grazia Di Bono et.al wrote that in order to explore the feasibility of the SVR Kernel-based approach for extremely complex regression problem, a comprehensive methodology was required. Authors have addressed this problem by adopting method modeled as a multiphase process i.e. pre-processing phase and a prediction phase. Virtual environment was created in order to gain subjective feature and objective measures. Then FMRI data is collected for prediction of ratings. For each subject, feature was predicted separately. After applying SVM Regression, its tested and tuned with the help of applying several tools & algorithms. As a matter of conclusion, enhanced performance and generalizability is achieved by means of applying statistical measures. Strong point in their work is that they applied statistical techniques. Subset of feature ratings are considered for calculations. Generalization has made it easy to use in real time/ real world application. But other statistical techniques like sorting, distributions (chi-square, binomial) can be used to achieve more accuracy but they were ignored. Moreover, Virtual environment sometimes lead to inaccuracy, therefore, some other procedures should be listed.

Jan Luts et.al used a new technique to create nosologic brain images based on MRI & MRSI data. This technique used color coding scheme for each voxel to differentiate different tissues in a single image. First a brain atlas and a subject specific abnormal tissue prior obtained from MRSI data, are used for segmentation. Then detected abnormal tissue is classified further based on supervised pattern recognition methods and class probabilities are calculated for diverse tissue types. The new technique offered a new way to visualize tumor heterogeneity in a single image. Good point in their work is the Combining MRI with MRSI feature improved classifiers' performance. A prior for the abnormal tissue along with an healthy brain atlas further improved the nosologic images. With all this, this method gives only one dimensional image feature.

Zhenghao Shi1et.al reviewed on neural networks used in medical image processing. It covers all papers since and before 1992. Authors tried to extract strengths and weaknesses of this approach while being focused on medical image pre-processing, segmentation and object detection and recognition. They found Hopefield and feed-forward neural network are two most used neural network. First one having advantage of taking problem as an optimizing issue and thus no pre-experimental knowledge req2uired. Second one controls efficiently compromise between noise performance and resolution of image. Hence implementation is easy with conceptual simplicity. Time required to solve image processing problem is also comparatively less with use of trained neural network. Their major contribution is that presented Review is comprehensive, since and before 1992 published paper are reviewed. With this Hopfield and feed-forward are found most used methods because they are simple to use and easy to implement and Time factor reduced in solving problem of medical images with the use of trained data. However, They found no literature that describe network type to be used for a particular task. Found trained Neural network best but no explanation on its working and found very few validations of test images performed.

Domagoj Kova_cevi_c have proposed a method for segmentation of brain images. In this paper, real time data was collected for experimentation. Basic segmentation process was performed in three major steps/ phases. First of all, feature of images were extracted and normalization is carried out. After this, pixels are classified by using technique of artificial neural network. Next the results obtained in second step are labeled by using an expert system. After this experimentation was carried out for validation of steps performed. Major finding is that RBF network has better generalization capabilities. Moreover, Training algorithm is straight-forward compared to the iterative algorithm of the back-propagation used with the MLP. With this all, algo does not perform well on trained data as compared to older techniques.
Critical Evaluation

Conclusion and Future Work
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