Neural and cognitive modelling
Abstract:
Basically it's difficult to tell in what time individual neuron will responses? The neural model tells how information is represented and processed in the human brain and central nervous system. Cognitive models tend to be focused on a single cognitive phenomenon or process (e.g., list learning), how two or more processes interact (e.g., visual search and decision making), or to make behavioral predictions for a specific task or tool (e.g., how instituting a new software package will affect productivity).
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Introduction:
The modelling of neurones in the central nervous system provides a useful tool to study the representation and processing of information in human brain and central nervous system.

Now the question arises that what are the input characteristics that determine the time of firing of an individual neurone?

The solution to the question was given after the study of neural modelling. It uses the technique called the common input model.

The model consists of two neurones A and B which are often identical and share a proportion of their common inputs. The cells also possess common synaptic inputs say Ind. Due to the effects of common inputs; the two cells have a tendency for correlated discharge. The common and independent inputs constitutes of many individual synaptic inputs. The common input has an advantage over a single cell configuration i.e., it provides more opportunities for exploring neural configuration. Various advantages are:

Ø The single cell configuration is available as part of this configuration

Ø Multiple inputs can be recorded access to inputs is not possible.

Ø The strength of correlation between the inputs can be compared with that of output produced,

Ø The analysis of the two output discharge is same as that for 1 or 1000 common inputs.

The diagrammatic representation is:
Introduction to Neural Network:
It is architecture basically used by the human brains in nature. It constitutes of an input layer that intakes the information and sends the signal to the second layer. The information provided to it is usually binary yes or no signal.

Data keeps on moving from input layer to secondary and so on until it reaches the output layer. The output layer is then responsible for displaying the output on the screen which the programmers will then analyze.
Architecture of neural networks:
a. Feed-Forward networks: These allow the signal to travel only one way i.e; there are no loops which mean that the output of any layer does not affect the same layer. These are used to associate the input with the output. One common example is pattern recognition that has been described in the applications of the neural networks.

b. Feedback networks:These allow the signals to travel in both the directions. The signal travels in both the directions by introducing the loops in the network. Various characteristics of neural networks are:
1. These are powerful and complicated

2. These are dynamic i.e. the state goes on changing until it reaches the equilibrium point.

3. They remain in the equilibrium point until they receive any new input or find a different equilibrium.
The figure representing the feedback networks is:
Cognitive Modelling:
Cognitive modelling is an area of computer science that deals with solving human problem and mental task processes in a computerized model. Cognitive modelling is used in various AI applications like expert system, natural language processing, neural networks, robotics and some virtual reality applications. The cognitive modelling is used in neural networks in order to build mathematical models of biological neural systems. It involves the behaviour of neural systems including the physical or mathematical modelling from the individual neural level to the complete organism.

Cognitive model: These models along with cognitive architecture tend to focus on a single cognitive process. i.e., how two processes interact? These are basically an approximation to cognitive processes for the purpose of prediction. These models can be designed with or without the help of cognitive architecture.
Architecture of cognitive modelling:
Soar: It is the software for developing general intelligent systems. It is a general cognitive architecture used for the development of systems exhibiting intelligent behaviour.

Soar architecture is used to:

Ø Interact with the outside world,

Ø Learn about all aspects of the tasks,

Ø Represent and use appropriate forms of knowledge,

Ø Works on the full range of tasks that is expected from an intelligent agent.

In Soar, every decision is based on the current interpretation of sensory data, the contents of working memory created by prior problem solving, and any relevant knowledge retrieved from long-term memory.
Features guiding the design of soar:
Functionality: It ensures that Soar has all of the primitive capabilities necessary to realize the complete suite of cognitive capabilities used by humans but not limited to reactive decision making, situational awareness, planning, and all forms of learning.
Performance: It involves ensuring that there are computationally efficient algorithms for performing the primitive operations in Soar, from retrieving knowledge from long-term memories, making decisions, acquiring and storing new knowledge.

Knowledge representation in SOAR:
All knowledge in Soar is represented as productions. Each production represents a retrieval of a piece of knowledge from long-term memory. The right side of the production represents knowledge of the actions; the left side represents the conditions under which it is appropriate to retrieve that knowledge into working memory.
Application of cognitive modelling:
The main application of cognitive modelling is the creation of cognitive machines which are basically AI programs that think of themselves.
Neural architecture for perception:
By means of perceptions we come to know about a person from his facial expression but how actually the brain decodes that a person actually feels like the feelings like happiness, sadness, embarrassment, shame etc. Since today we can only judge his feelings of happiness and sadness as a person either smiles or his mood goes down when he is sad. The rest of feelings like shame, pride, and embarrassment can be judged using the neural architecture. It will monitor the changing patterns of the activity across the entire brain. The changing patterns like activation of brain or discretion or activation of specialised regions of the brain where each emotion triggering the particular region of the brain. Hence the research can be used to compute the emotion of a particular person keeping in mind the perceptions. Since the facial expressions can tell only the half of the story for instance we smile not only when we are happy but also sometimes to provide support to some other person or when we need to hide the shame in the public.

The neural architecture is basically based on use of the functional magnetic resonance imaging that monitors the brain activities of the people while watching videos of various celebrities displaying or showing various emotions.
Neural architecture for knowledge representation:
The architecture is termed as CHMM that stands for Concept Hierarchy Memory Model. It constitutes two sub networks:
· CFN: It stands for concept formation network and it acquires the concepts based on the senses,

· CHN: It stands for concept hierarchy network and it encodes the hierarchical relationships between concepts.
CHMM is basically used for conceptual knowledge and common reasoning. It provides the treatment for concept formation and organizing the concept hierarchy using ARAM i.e. Adaptive Resonance Associative Map. By learning the sampling activities going across various senses, the concept can be learned and hence the hierarchy of the concept can be modified through the experience.
Applications of neural network:
Neural networks have been used in real world applications as:
1. Pattern recognition: It is an important application of neural networks. It is implemented using the feed forward neural network that is being trained. The network is being trained to associate the output with the input patterns. The neural networks come into actual practice when we provide the input that has no output associated with it. In such case the network will give the output that it has been taught corresponding to the input pattern. The figure representing the neural network is:

2. In medical field: Neural networks can scan and diagnose the disease. The examples are selected in order to recognise the disease so the examples should be selected very carefully so that the system can perform efficiently. The set of standards are required in order to represent the variations of all type of disease.
Basically artificial neural networks act as a hot research area in medicine. They perform the scan and are used for modelling various [arts of human body. Various scans that are performed include ultrasonic scans, cardiograms, CAT scans.
3. Neural networks in electronic noses: The electronic noses are used to identify odours in the remote surgical environment thereby, used in the practice of medicine over the long distance via a communication link i.e., TELEMEDICINE. These odours are then electronically transmitted to another site where the door generation system would recreate them.
