High accuracy energy functions and mm energy functions
High accuracy energy function is high computationally intensive (Depristo, 2004), because the calculation of the interactions between all atoms is computationally expensive for that MM energy functions are very slow (Zhang, 2002). Therefore, the practical use of all-atom energy functions is limited to short protein chains (Widera et al., 2009).

MM energy functions explicitly characterize the physical chemical interactions in proteins at detailed atomic scale (Zhang, 2002). Most of the work in optimisation approaches to protein structure prediction is based on the use of empirical energy function (Eskow et al., 2004).
Simplified energy functions
As there is a number of simplified protein representation, there is a number of simplified energy functions based on these representations. For example, HP model use only a simple energy function. The free energy of a conformation is defined as the negative number of non-consecutive H-H contacts.

Due to the loss of details, the protein energy function in the simplified representations cannot directly describe the intermolecular forces (Depristo, 2004). They suffer from an inability to distinguish native conformations from non native conformation (Depristo, 2004).
Protein conformational search
As mentioned previously, the protein structure prediction problem is a minimisation optimisation problem.

Efficient algorithm for global optimisation also called methods for conformational search (Ozkan and Meirovitch, 2003).

One of the strategies to predict the protein structure is minimizing the energy by changing the structure. (DID 2003). Conformational search methods try to find the lowest free energy conformation by searing the conformational search space. They try to minimise the energy of the conformation by changing the parameters values.

The problem of protein conformational search (structure prediction) belongs to the class of multiple minima problems and it is tackled by global optimisation methods.

Protein structure prediction problem is a minimization combinatorial optimisation problem. Combinatorial optimisation problem can be attacked as a search problem where the goal is to find the optimal solution.

Why algorithms for optimisation problems approximate: find high quality solutions much faster than exact algorithms, able to attack large instances.

Once a protein is represented in a proper representation and an energy function suitable for this representation is chosen, the decision is now on the choice of the protein conformational search algorithm.

Conformational search algorithm is the core of the ab initio protein structure prediction methods. Protein structure prediction is in general a search of a conformation having the lowest energy (Sundararajan and Kolaskar, 1996; Fadrna and Koca, 1997). Successful protein structure prediction using ab initio methods requires an efficient energy function and conformational search algorithm (Chivian et al., 2003; Brunette and Brock, 2005). Therefore, there is a need for developing faster conformational search algorithms (Chan and Dill, 1993; Vengadesan and Gautham, 2006). That is way the most works in the ab initio prediction concentrate on enhancing the energy function and conformational search algorithm to gain fast and accurate results (Ye, 2007).

Conformational search is how to explore the protein conformational space with the objective of finding the lowest free energy protein conformation (Zhang, 2002) which determines its function [ch9,2003]. Conformational search algorithms should cover the conformational space with practical accuracy, speed (Jooyoung Lee, 1999; Osguthorpe, 2000)(MOLS), and computational cost (Vengadesan and Gautham, 2006). It should also be able to deal with and generate different conformations at the same time (Jooyoung Lee, 1999; Osguthorpe, 2000) and compares them based on their associated energies (David, 2002).

Conformational search is one of the main obstacles that faces the protein structure prediction (Volker et al., 1999). Despite of the used protein representation, protein chain can take an astronomical number of possible conformations. Levinthal (year) stated, "Proteins cannot sample all possible conformations before reaching their lowest energy native structure" (ref.). Protein conformational search problem is formulated as an optimisation problem. It is a typical combinatorial Optimisation problem in computer science (Zhang, 2002) and computationally expensive (Zhang and Kavraki, 2002). It is a very complex problem due to the largeness and ruggedness of the conformational search space and multiple minima problem (Lee et al., 1997). The number of local minima increases with the number of rotatable bonds, that is way the problem of finding the global minima energy conformation of a protein is currently one of the most difficult multiple minima problem (Karl-Heinz, 2003). Protein conformational search problem has been confirmed to be NP-complete in complexity (Ngo and Marks, 1992; Zhang, 2002).

An extremely common approach to reduce the number possible conformations is to use the torsion angles representation and fix bond lengths and angles and put restriction on the torsion angles values (Helles, 2008). Using the torsion angles representation for representing the protein conformational search space and searching in this space is one of the most commonly used and a very important (Yang and Liu, 2006) methods for efficient protein conformational search (Helles, 2008; Xue et al., 2008). Because of the huge number of conformational search methods and to limit the scope of this research, the algorithms that use torsion angles representation are reviewed. This section is reviewing conformational search methods, which exploit torsion angles representation.

There is an enormous number of optimisation algorithms that have beekn applied and can be applied to solve the problem of searching the conformation search space. In consequence of that, there are many classifications of these algorithms, which can be based on the origin of the algorithm.

There are different classification and taxonomy methods of protein conformational search methods. Conformational search algorithms can be classified into two classes: stochastic and deterministic methods.
Classification of search methods
As a consequent of the huge number of conformational search method, there are many classifications of these methods. Mainly they are classified into stochastic and deterministic methods

Swarm intelligence based algorithms

Intelligent conformational search algorithms have been used in structure prediction (Khimasia and Coveney, 1997)

Honey Bee colony

Ant colony optimisation

Particles swarm optimisation

Since the problem of searching the protein conformational search space is formulated as a combinatorial minimization optimisation problem, any combinatorial optimisation algorithm can be used to solve this problem. This explains the huge number of algorithms in the literature. There are different classifications of these algorithms. Deterministic and non-deterministic, natural and evolutionary. There are many approaches for searching the protein conformational search space can be grouped into four categories (ch2 thesis distance).

1) Systematic search algorithms. 2) Monte Carlo sampling and/or molecular dynamics. 3) Genetic algorithms and 4) Distance geometry (Zhou and Abagyan, 1999) .

Conformational search methods can be categorised into two categories: forward search methods (energy oriented) and inverse search methods (Zhang et al., 2005).
Forward search methods (energy oriented) assign values to the torsional angles:
1) Systematically 2) randomly 3) deterministically.

1) Based on grid values for each variable.

2) Random values of the angles, avoid exams all conformations, uncertainty of convergence. Multiple independent runs are performed to improve the convergence.

3) In each step the current state determines the next state. Same point same results. Trapped in local minima.(MD)

The predominant methods is that of MC, SA (Freisner and Gunn, 1996).
The success of a search strategy can be judge by:
1) How deeply it penetrates the energy landscape towards the global minima.

2) How quickly it gets there.

Many of ab initio methods utilize information from the sequence and structural (Bonneau and Baker, 2001) databases in some way (Hardin et al., 2002). They reduce the scope of the search by imposing constraints on the generated conformation and by biasing the search towards promising area in the search space.

Deterministic search, Exact search methods: branch and bound meta-heuristics can not generally ensure a systematic exploration of the entire solution space.
Nondeterministic search approaches:
Hill Climbing (HC)

Simulated Annealing (SA)

Monte Carlo (MC)

EA such as GA.

A major drawback of classical heuristic schemes is their inability to continue past the first encountered local optimum.

Well-designed meta-heuristics avoid being trapped in local optima or sequences of visited solutions (cycling) and provide reasonable assurance that the search has not overlooked promising regions.
Stochastic optimisation methods
Using stochastic optimisation methods, one can determine the global optimum of the free-energy surface of the system without recourse to the folding dynamics.

Blind search through the conformational search space is impossible.

Preservative search methods: change solution componentsà new solution

Constructive search methods: systematic vs local search. Parper DID.

Deterministic conformational search methods
1. Systematic search
Systematic search methods are the simplest and most obvious conformational search methods (Leach, 1991) and the most thorough method for search conformational energy space (ref. cf (1)). They are exhaustive methods, since they search the conformational search space exhaustively by exploring the conformational space by making regular and predictable changes to the conformation [ref. ch 9 conf]. Systematic search methods assume that the final global minima structure of the protein is a combination of small size local minima structure (Zhou and Abagyan, 2002). The simplest type of systematic search called grid search.

The conformational search of a protein in the torsion angles space by using grid search starts first by determining the rotatable angles in the protein. The bond length and angles remain fixed. The rotatable angles are increased systematically by fixed increment (0-360), or are divided into a few discrete states nearly representing the local energy minima of that angle. One can then generate approximately all the possible conformations of the protein by combining all the states of each torsion angle (Zhang, 2002). The search stops when all possible combinations of torsion angles have been tried. Every conformation is subjected to energy minimization.

Suppose the angular increment is a and the number of rotatable angles is n. the number of conformations generated is (360/a)n. The grid points should be close to each other to enable the search of the conformational search adequately. Balance between the resolution of the grid and the available computer resources should be taken in consideration (Leach, 2001b). The fitness and completeness of the conformational search using grid search depends on the torsion angle increment (Beusen et al., 1996). The grid search with small step size is very slow but it is the only way to be totally confident to find the global minima (David, 2002). The number of steps can be reduced by testing only known conformations for each bond and by imposing constrains on the rotatable angles values, but the number still large (David, 2002). A method to enhance the efficiency of a systematic search is to reject conformations that break some form of energetic or geometric criterion and ensure that the partially constructed conformations are accurate (Leach, 1991).

In general, an exhaustive search is not a practical solution to the conformational search problem (Chan and Dill, 1993). This is because any systematic search to the protein high dimensionality search space becomes impossible (Zhou and Abagyan, 1999) due to the combinatorial explosion. For that, these methods are limited to short size protein and peptide. Moreover, rings are difficult to deal with by systematic search (Leach, 1991).
2. Build up methods
Build up methods are effective techniques to compute low energy conformation (Karl-Heinz, 2003). These methods are based on the assumption that the protein structure is consists of small compounds which are independent from each other. These methods deal with a single conformation at the same time and build up the protein molecule from these small compounds. They carry out a truncated search, relaying on the dominance of short-range interactions. Then minimize the energy after each step. There are two general forms of the build up methods (Karl-Heinz, 2003). The first one, attach iteratively one chemical group after the other and minimize the chain after each attachment. The second one, attach iteratively one chemical group after the other and minimize the chain after all chemical groups have been attached.

The disadvantage of build up method is that the number of conformations and the number of local minima increases exponentially with the size of the chain (Lee et al., 1997). To reduce this number a cut off is used to remain only those conformations whose differ significantly. This reduce the number of conformations however it may lead to problems at later stages because the side-chain rotamers that are most favorable energetically in smaller fragments are not necessarily favored in the whole polypeptide chain. Build up methods fail to find the structure of a protein sequence with more than 20 amino acids (Scheraga et al., 1999).
Molecular Dynamics (MD)
Monte Carlo, Molecular Dynamics, Simulated Annealing and Genetic Algorithms are too slow and inefficient because they get stuck in local minima (FC(1)).
هناك تناقض بين هذه الفقرة والتي تليها كيف بطيئة وسريعة في نفس الوقت
Trajectory-based search methods
MD, MC and SA: they are fast but often inconsistent in their prediction of global minima because of kinetic traps

Gradient based algorithms: terminate at local minima (Khimasia and Coveney, 1997).
Model based methods
Model-based search determines the extreme of functions through sampling. In contrast of MC methods, it improves the effectiveness and efficiency of search by exploiting information obtained during the search. These methods make use of the information gained during the (exploration) searching process. They build a model which is used to guide the further exploration of the search space.

It is a sampling based search method, which builds an approximate model of the search function. In the regions likely to contain significant local extreme, this model becomes increasingly accurate, whereas regions unlikely to be of interest are excluded from further exploration

Stochastic conformational search methods

Monte Carlo methods

Simulated annealing

Genetic Algorithms

Tabu search

Declare regions tabu, they have first to be explored.

EA are used where deterministic or analytic methods fail or when the search space is too large for systematic, complete search (NP completeness) (Schulze-Kremer, 2000)
Fragment based methods
These methods optimize one part of a protein at a time (David, 2002). Optimize the side chain and then keep the side chain fixed while optimizing the backbone (David, 2002).

The search efficiency is increased by enumerating a limited number of possible conformations. Sound local structures can be attained by using fragment assembling algorithms. (Zhang, 2002)

Rosetta method performed better than the other ab initio methods. It is based on reduced representation of protein and empirical potentials.

Short segments. This representation can be attributed to the observation by Go that local segments of the protein sequence have statistically important preferences for specific local structures and that the tertiary structure has to be consistent with this preference (Bonneau and Baker, 2001).

Resolve some of the problems with both conformational search and free energy: the search is greatly accelerated because switching between different possible local search structures can occur in a single step and fewer demands are placed on free energy function because the use of fragments of known structure ensure that the local interactions are close to optimal (Baker and Sali, 2001).

Rosetta: we believe this improved performance stems from both the model of folding that underlies Rosetta and the way in which this model is implemented (Schonbrun et al., 2002).

MLOS: Small number of runs, sample the space of the variables.

Meta heuristic approaches offer way to improve the performance of search through actively acquiring information and using it to guide exploration (model based 2005).
Energy minimisation
Direct minimization algorithms are the simplest and least powerful energy minimization algorithms. Direct minimization algorithms are incapable of escaping from the local minima

Change the initial staring values of the variables in order to reach to lower scoring value of the energy.

Gradient based algorithms: terminate at local minima (Khimasia and Coveney, 1997).

Non derivative methods (simplex) do not use the energy function derivative.

Derivative methods use the energy function and its derivatives to improve the quality of the move step. (First-derivative, Second-derivative)

Monte Carlo Simulated Annealing MCSA
Strategies for conformational updating:
1) Global updates of the entire chain.

2) Local chain updates involving a small portion of the chain or small distance displacement of larger part of it. Sometimes combine both.
Random search methods
In these methods, the current conformation is changed to produce a new conformation. The new conformation may be minimized using a minimization algorithm. This process is repeated for large number of iterations for the sake of covering search space and the determination of all local minima (ch1).

Random search methods require large number of iteration to ensure that they cover the conformational search space efficiently. In these iterations they may generate the same conformation many times (Leach, 2001a).

Chang, Guida, and Still described an internal coordinate random method for searching conformational space.

Why they used this representation: conformational isomers differ mainly in their torsional angles. By choosing to vary only dihedrals, the number of degree of freedom is drastically reduced.
Monte Carlo with Minimization (MCM)
Since the true MC method does not include energy minimization, Li and Scheraga (****) modified it by adding the minimization step. In each iterations of this algorithm, an energy minimization step is followed the changing of randomly selected torsion angle. The conformation is accepted or rejected bases criteria of the original MC algorithm.
Stochastic methods:
1) The length of the perturbation step. Small or large

2) Cartesian of torsion angles

3) Do perturbation for the last one or for all conformations.

MC and MD employ temperature as a guiding parameter for generating new conformations.

In SA the initial temperature is chosen to be high. MC is initiated, during which the temperature is slowly reduced.

Random dihedral method it is possible to change all dihedrals or just a randomly chosen subset of them.

The method to choose the conformation for the next step (Leach, 2001a)

1) Take the conformation of the last step

2) Select randomly conformations from those conformations that have been generated before.

3) Use the lowest conformation found so far.

For many polypeptides, the lowest energy conformation is not the active state of the protein in solution (H21).

To perform the conformational search a method for deriving initial structure for subsequent minimization is needed (ch1 survey).

Many of the initial conformation are high in energy value and are minimize to the same minimum energy structure. (CH9)

There many methods to generate the new conformations. The new conformation can be generated by the perturbation of the current conformation. The perturbation step can be increase or decrease the torsion angle value by small or large amount. In the first, it can be generate a conformation, which is similar to the starting one, and in the last, it can generate a conformation with high energy value. Alternatively, by replace the angle value by a value from last minimum conformation found. Alternatively, an average of all previous conformations.

It is better to generate the initial solution using a constructive search method than using random search method.
Local search algorithm
Local search try to improve the current solution by making local changes. These local changes are defined by a neighbourhood structure. The quality of solution obtained by local search increases with larger neighbourhood size.

Local search algorithm: try to find an efficient walk through an (energy) landscape that include by all possible solutions (1999).
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Locating the global energy minima is a severe problem in global optimisation.

Iterative conformational search methods (most of them stochastic) that is based on energy minimisation.

Make a major conformational change of the current conformation at each step followed by energy minimization. This allows efficient crossings of energy barriers. The generated conformation is then accepted or rejected based on a certain selection criterion.
The major change which is followed by minimisation
Philosophy behind this approach is that a significant change of low energy structures (followed by minimization) leads on average to a decrease in their energy; however, the change should not be random over the entire conformational space, which is populated predominately by high-energy structures.

The common protein structure prediction methods are based on the Anfinsen hypothesis that the minimum energy conformation of a protein corresponds to its tertiary structure. These methods are classified into two groups: (1) methods that use information from sequence and structure databases in their searches and (2) methods that do not use any information from sequence and structure databases in their searches. Another group of protein structure prediction methods which hybrids between the two groups are successful in predicting the protein structure.

