Video-based human motion analysis

Video-based human motion analysis is an extremely important concern of the domain of pattern recognition, machine-learning, as well as virtual reality research. Analysis of human motion refers to apply human tracking and human motion capture, obtaining body motion parameters for the human motion reconstruction and human pose estimation. The study refers to the use of video information to the human body movement acquisition, processing, analysis. Specifically, our video-based human motion analysis is: people from a group that contains the image sequence in the detection, identification, tracking of the human body, And the understanding and description of behavior; we apply our system by using the parameters which obtained from human motion analysis, so, basically, human motion analysis, especially the human motion capture is the data collecting stage of our research, In human motion based research, the motion detection, motion tracking, even the machine-learning is the underlying visual problems, and behavior understanding and description of the problem are high-level vision. Therefore, the purpose is to explore this world of capturing motion in term of the motion and geometry that involves in the whole act. It is one part of my research. And this part is the preparation for research followed up. In overall, there are lots of technical and expert supports are needed in order to bring in the actual act of VBR/IBR( Video based rendering / Image based rendering) and human motion capture. In our research, we use VBR/IBR techniques for implementation of segmentation for the processing of example videos/images. Then, track the contour of the segmentation using motion capture method. In this part, the main job is dealing with the integral factors and the emphasis has also been laid over the various development aspects related to it. This is the section that has been structured for the understanding of the techniques and to see the future perspective of the same field. This thesis is related to the application of a method to provide unequal allocation of all VBR/IBR and motion capture act. I am dealing with all these terms in order to have better perception and the comprehensive follow up for the development of the same. The functionality is to describe the process of recording all sorts of moment and on the same floor getting the provision for translating the information of the moment onto a digital model after vectorization. The basic applications are in the field of military operations. Added to this there is also the provision of using it in the fields of entertainments, sports and above all in the perspective of medical applications for the betterment of mankind. The maximum utility of it has been detected in the process of film making. Aggarwal, JK and Q Cai.(1999, pp.428-440) states that in this particular genre it is referred to as medium for recording actions of human actors. As the whole movements and all the matters related to the actions get connected, there comes in the graphical representation of it.

All these information are then synchronised together to animate them in the form of digital character models in 3D animation. In this act there are many distinctive participations are made to be a mark of it. The depiction or the graphical representation of face, fingers and expressions, gets transformed into digital coding and decoding. This is the act that has been termed as performance capture.

In this part of this thesis, I explore this world of capturing motion in term of the motion and the term of technology that involves in the whole act. It is a part of my research. My attempt is to bring in the factors related to its development and growing popularity. And the result is made by segmentation and contour extraction. There is no doubt that by capturing motion in such a way; that the experts have brought in some of the great futuristic perspectives into the scene. There is also the need for further research in this field and these are all related to the upcoming technological and the motion picture capturing profession. 文章25969

CG. Masi, consider that the whole proceeding of motion tracking or as can be said the motion capture activity gets started as a photogrametric analysis tool. It is basically a leading methodology related to biomechanics research that was under maximum hype during the phase of 1970s and 1980s. Lots of researches were done in this perspective and the periphery was much extended and expanded into the domains related to training, education, sports and in recent years to computer animation for the entertainment business. The basic marketing is done through cinema and video games as they are getting more popularized with the addition of technology maturity. As stated by Fan, J, EA El-Kwae, M-S Hacid, and F Liang (2002, p393) the process to capture the motion begins with the performer who wears markers near each of his joint. This is done in order to identify the motion and to have a clear perception made by the positions or angles between the predestined markers of his joints.

Related work

There are many works[1] that are being initiated in this particular domain. The closest of one is the 'Imitation Learning of Human Movement and Hand Grabbing to Adapt to Environment Changes' by Stephan Al-Zubi (Universität Kiel, D). Under this research, he proposed a model for the purpose of learning the articulated motion of human arm and all those aspects that are related to the act of hand grabbing. The goal of this paper is to generate plausible trajectories of joints of the human body that mimic acts for the human movement through the specific depiction of deformation information. Trajectories are mapped to a constraint space and that initiates the act of configuration of the human body and all the task-specific constraints like those of avoiding an obstacle, and more dynamically the acts related to the picking up and putting down objects. This model is meant for the principal component analysis (PCA) and for dynamic cell structure (DCS) network.

'Contours and Optical Flow: Cues for Capturing Human Motion in Videos' by Thomas Brox (Universität Bonn, D) deals with the capturing human motion through the collected data from video. This research concentrates on tracking features that are natural to the videos. There must be a regular ignorance to local patches. These also comprise of contours and the optical flow that allow tracking and the pose of objects and humans. This research works towards the supplementing of the optic flow that gets derived for the purpose of large motions. This brings in the complementary feature in general and robust system for human tracking.

Further discussions were initiated in 'The role of Manifold learning in Human Motion Analysis' by Ahmed Elgammal (Rutgers Univ. - Piscataway, USA). According to him, 'the human body is an articulated object with high degrees of freedom.' This is the core idea that he elaborates in his paper and distinctively analyses it based on high dimensionality of the configuration space. He focuses over the issue that many human motion activities get structured and functions on low dimensional manifolds. All these intrinsic bodies keep mark of the configuration are subject to manifolds that are low in dimensionality. Ahmed Elgammal discusses about the resulting appearance that again maintains the static quality of manifolds. This is here that the derivative conclusion gets focussed through the challenges that partake in the capturing motions of the model. There are the provisions that support the person in the act of performing the motion. This is also related to the acts that have got variation in the view point, or in the case related to illumination. This paper bears the whole systematic learning proceedings for the purpose of decomposable generative models. These are again concerned with the subject and to the explicitly decomposing act that the intrinsic body configuration supplies as in the function of time from all kids of sides that are related to the human body under the act. The relations are established in terms of appearance or as can be said the shape of the performer in terms of the time-invariant parameters.

Jürgen Gall (MPI für Informatik - Saarbrücken, D) came up with an exclusive paper entitled as 'Learning a Dynamic Independent Pose Distribution within a Bayesian Framework'. In his elaborative terms, the act of capturing motion can be elaborated in two steps in a Bayesian framework. He makes a vivid and elaborative study of the applicable poses that are usually captured in the current frame[2]. This again moves out to the periphery of the next frame. The prediction as has been made by Jürgen Gall is that this is a phenomenon that can be well narrated through a dynamic model. This then gets updated through the next frame. The special thing that he interpreted here is related to the human motions that get simplified under the models of the dynamics. This is further is done on the basis for the selection of complexity of the dynamics. The process further proceeds with the determining factors that get integrated prior to the acceptance of knowledge. These are like those of anatomical constraints, self-intersection and above all an exclusive speculation over unrealistic joint. In this paper Jürgen Gall was also very elaborative in making pose distinction orders.

In case of interaction environments the role played by the background is non-static. It further gets cluttered and lighting changes rapidly. Motion capture in these kinds of conditioning environment needs to be supported by robust acts that get the real-time, the accuracy of the image and the footage captured motion. Daniel Grest also discussed exclusively about Stereo algorithms[3]. This is the means through which it can provide robust data with respect to lighting and background. These are represented as they are available in real-time.

Back to our research, Feature extraction is the first step. And, image features include regional, contours, optical flow, depth map; the extraction process is the separation process of foreground and background. Image segmentation, optical flow estimation, stereo matching with access to the depth chart, all belongs to the process of feature extraction. The video-based human motion capture commonly used features and feature extraction methods are summarized as follows:

(1) contour of the human body. The most common method is to use the algorithm to obtain the background by the prospect of the region-wide, such as

[Gavrila 1996] [Deuscher 2000] [Sminchisescu 2001] and so on. Background can be pre-recorded or automated retrieval operation. In tracking the process through each frame and background image subtraction, isolated from the background of the prospect of access to the projector outside the outline of the human body. Another contour extraction method is a traditional film production of "to pull the Blue" (Chroma-keying) method. The method uses a fixed colour background, and separated the foreground colour from the background colour.

(2) Based on colour segmentation and tracking statistics. For example, the Pfinder system, according to colour and location of the blob of statistical information to determine the attribution of pixels. The benefits of statistical segmentation method are more robust to noise and environmental changes. The disadvantage is that it is difficult to target the more complex model.

(3) Segmentation using motion information. Such as [Krahnstoever 2003] use optical flow analysis, in accordance different value of each pixel, and split the movement into different regions. The difference of adjacent image frames can also be used in extraction, such as [Leung 1995]. This approach requires the background remains unchanged.

(4) The use of image templates. The human body, expressed as one or more template, and then uses template matching method to match the current frame. Such as [Ju 1996], [Liu 1999], use the image template feature. This method assumes that the surface of the body colour (gray scale) remains unchanged; the human motion is slow and continuous.

(5) Feature-based tracking and match point. This method, firstly, finds the interest point (corner, border) in a frame, and then matching in frames. This method requires prescribed feature points marked. Reflective markers of the Motion Capture system is based on such Method [Vicon 2003] [Silaghi 1998].

(6) Through training to learn the correlation between characteristics (the body contour) and pose database, turning the approach into a pattern recognition problem. This approach is similar to the index method.

In the training stage, building the establishment of the underlying characteristics of the relationship between gesture mapping database [Rosales 2001].

Motion segmentation

Which including motion detection and target classification, the purpose of motion detection is extracting the target from background in the sequence image. Effective motion segmentation is very important to the target classification, tracking etc, because only the pixels of the target image will be considered during the process, (and the pixels will include more information involve colour shape etc). The purpose of target classification is to extract the human movement from the region detected using the pixel information.

Motion detection

As the result of the background image is normally dynamic changes, such as weather, light, shadow and impact of interference sound, Motion detection can be easily affected by external interference. I provide several commonly used methods.

1) Background subtraction

Background subtraction [HHDool [Mekoo] [sG991叭【identified Dp97] [Ae99] 【Ling 192]is the famous method, it is commonly used in motion segmentation. It is using the difference between current image and background image to detect the target region.

But for dynamic scenes, more and more background models have been built, in order to reduce the impact of dynamic scene for motion segmentation,

Modeled the background scene statically by the minimum and maximum intensity values and maximal temporal derivative for each pixel recorded over some period, and is updated periodically.

McKenna(MCK00) introduced an adaptive background model in the colour of pixel and the combination of gradient information to solve the shadows and unreliable colour cues for the effects of partition;

Kilger(Kil92) proposed an adaptive background model which is Kalman filter-based (Kalman Filtering) to adapt to weather and time changes in illumination; stauffer and Grimson(SG99) used a daily adaptive Gaussian mixture background model (that is, for each pixel using Gaussian mixture modeling), and using online estimates to update the model, which dealt with impact of interference such as light changes and continuous chaotic movement.

2) Temporal Difference

For continuous image sequences of two or three adjacent frames

LFP98 and ABV85 proposed method based on time difference in pixels and using a threshold to extract the image of the movement region. And "two-frame or three-frame" method was firstly introduced by [Anderson et al., 1985], differences is subscribed by two adjacent frames to extract the target region, Lipotn, for example, use Difference between two adjacent frames for target detection, classification and tracking; And Collins' method is based on the combination of background subtraction and three frame differential-calculation.

For Dynamic detection temporal difference method has strong self-adaptability, but it cannot completely extract all the relevant characteristics of p and object to internal activities.

3) optical flow

【Based optical flow method MDN97] B [FB94] V [UD89] The motion detection of moving targets using time-varying optical flow features

Myeer such as [MDN971 calculates the displacement vector in the optical flow field to initialize the tracking algorithm based on the contour, In order to effectively extract and track moving targets. This method involved the existence of the camera movement. However, most of the optical flow calculation is a complex and poor anti-noise performance, if there is no

Particular hardware device; it cannot be applied to full-frame video streams in real-time processing.

Of course, there are a number of other methods, such as Fridemna and Ruses [llFR97] the use of extended EM [MK97] (ExpectationMxaimization) algorithm, for each pixel classification of the establishment of a mixed Gaussian model, The model can be automatically updated and can be adaptive to each pixel and do efficiently classification of background, the prospect of a shadow and target object movement. It also can effectively eliminate the impact of shadow and slow-movement object segmentation; In addition, Srtinga 〔str00〕also presents a novel mathematical morphology method based on scene changing detection algorithm to obtain stability under Changing environmental condition.

4) Graph cuts

Graph cuts method plays an important role in human segmentation method, and is widely used in the segmentation using pixels and the relationship between adjacent pixels. Graph cuts method was first proposed by Boykkov, the first part of this method is the selection of pixels of the object and background, and then, it constructed the segmentation by using the image pixel as node, describing the edge by using the neighboring relationship between pixels.

Yin Li, who made the Lazy Snapping method 3, first known as the water using a (watemhed) pre-segmentation method segmentation, the image is divided into many small regions, each region more or less the same color pixels; and then brush through similar tools selected object and background, each small area as a node, use Graph Cuts method divided by the final image segmentation. As a result of image segmentation as a small regional tectonic Graph Cuts method node map by a significant decrease in speed is therefore greatly improved.

Rother, who has called the method b】 GrabCut to further simplify the interaction, the user only need to choose a rectangular box contains the entire object, pixels outside the box as a background, the Graph Cuts method using a number of iteration, the object and background partition. We use a similar brush tool selected as part of the object and background pixels by Graph Cuts segmentation, and then split the results of corrosion on the operation, so that the borders of the object and background pixel errors were divided into the unknown to the region (in the object or the background within the pixels have been wrongly classified, you can use a tool like the brush, mark it as a direct object or the background), and then carry out a re-Graph Cuts partition.

Target classification

1) Shape-based classification

Shape-based classification method is based on the information of the shape of the moment, vsam (col00) applied the region characteristics (e.g: dispersion region, area, aspect ratio, etc) to divide the moving objects; LIPton used disparity and size information to apply Classification of a two-dimensional movement region, mainly to distinguish between people, vehicles and chaotic disturbance; the time consistency constraints accurate classification. KUNO applied a simple model with the contour parameters for human motion capture.

2) Motion-based classification

Motion-based classification is the target classification based on the cyclical nature of human motions, it refers to the cyclical nature of auto-correlation, Cutler with dva applied the Time-frequency method to calculate the auto-correlation to extract the target object.; Lipton(LIP) analysis the rigid and periodic entities by calculating the Residual Flow in the motion, in terms of Non-rigid movement of persons have the high average residual optical flow in comparison with the rigid movement of vehicles, at the same time it also showed a cyclical movement characteristic, which can be applied for extraction. Moreover, more object colours and speed consideration was involved in more accuracy classification can be obtained. Stauffer proposed benefit Time co-occurrence matrix for hierarchical classification method that can be used not only to distinguish between objects can also be used to distinguish between acts.

Motion tracking

Human motion is interpreted by our brains as a visual flow of small range movements combined to the full range of an intended movement serving a purpose (Brain and Walton, p. 436). According to Welch and Foxlin (p.24), in computer graphics human body motion tracking serves four basic aims. First and often encountered is to generate near to reality moving characters imitating full or part of the body motion, this is the embodiment (avatar) animation. Second is to present position and directional control to depict the graphics in a head mounted demonstration. Third is surfing and moving in a world of computer virtual graphics, and with the help of devices held at hand, helps manipulation of characters in this world. It finally is helping to compare virtual computer images with their real corresponding images. This is particularly useful in surgery training and mechanical assembling, whether in industry or for designing for the disabled.

Methods of tracking in monocular image sequences and in 3D image based techniques. For monocular 2D image sequences, tracking methods use signals or cues like colours, edges or differences in density (where the measure of change associates with a change in speed of the object). However, these methods estimate motions from frame to frame and errors whatever small they are aggregate to drift the human pose estimation. With 3D image based methods, the use of forces applied to each moving rigid part of the model minimizes the error of the model against the data at hand. In learning based methods of retrieval of 3D human poses from monocular images, the use of self repeating algorithms presents a context to model and track motions (Demirdjian p.1). According to Demirdjian (p.6), an ideal tracking model is without limitations or at least optimised to a minimum for both shape and articulated motion. That is it should allow the best motion variables' substitution along the motion articulated space.

Application that includes visual simulation demand superior tracking qualities to succeed in making the user feel the virtual world is compatible with the user's visual and neurological real life experiences. Superior tracking qualities result in the absence of simulation sickness, which results from disturbing the oculo-vestibular mechanisms (perceptual stability). Tracking deficits, although may not affect performance, should always be below the user level of observation (Welch and Foxlin, p.27). Tracking performance specifications differ for static and dynamic 3D human body estimations. For static 3D estimations, the descriptions of tracking performance are spatial distortion, spatial rapid signal fluctuation, and stability. For dynamic 3D estimations, the descriptions are latency, latency rapid signal fluctuation, and motion errors other than latency (Welch and Foxlin, p.27).

A proper tracking method should depend on five physical faculties giving the human pose the ability to be appreciated by users (Welch and Foxlin, pp.25-29). This perception includes mechanical sensing, inertial, acoustic, optical and magnetic sensing. These faculties are not associated with the currently available techniques of tracking, and each technique has its limitations and advantages. The limitations can be modality related (as with the particular medium used), measurement related (as with the instrument or device used), or can be circumstantial or based on inference (as with the application used) (Welch and Foxlin pp.25-29).

Continuous tracking in motion is equivalent to the corresponding matching which is based on the creation of characteristics of position, shape, texture, colour and other relevant features.

At present, tracking can be classified based on object, single/multi- camera perspective, tracking space (two-dimensional or three-dimensional) and camera moment (fixed or not) and so on. We provide a brief, yet comprehensive review on the motion tracking methods based on four categories: model, region, appearance and contour.

Model-based human motion tracking

Model-based human motion tracking is the most commonly used in human motion analysis techniques. First of all, it need to establish the appropriate model of human shape according to the application of this method, and then in human motion tracking process, the model should be projected onto the image space for calculation the data similarities between model and image through sort of evaluation function. Searching the matched parameters in the model space, using the matched parameters to represent the parameters of human motion data, when a certain similarity meet the standards process, stop searching. The process is actually a synthetic, comparative cycle, including model selection and model-based tracking.

1) Model selection

Model selection in general, depending on the tracking restriction, and, related to specific applications, model can be represented as a two-dimensional skeleton model, and can also be extended to the complex three-dimensional Human model, For example, in video surveillance, access to the human body does not require specific profile information, only need to know the specific location of each person, so a regional model that can express the human body. In contrast, in human/character animation, we need to know the specific parameters of human limbs, so we need the precision on physical modelling. It shows that the model is the expression, as long as we obtain the parameters of the model; we can to obtain the application on the needed information.

2) Traditional human body representation

A) Stick figure

This is the most abstractive representation, in this human body representation; the human limbs are expressed as intersection line segments for the degree of freedom in case of actual needs. For example, in Chen and lees (CL96), they used 17 lines and 14 nodes to indicate the body key points. Bharatknmar(BDPC94)derived a model of stick figure of lower limbs for the kinematics data comparison of 2-dimension and 3-dimension.

B) 2D contour:

The expression of human body is related to image projection., uf, etc. [JBY%] who made a cardboard model, it's physically connected with a group of planes expressed by the regional block, Parameter block in the region by the joint movement (AniculatdeMovement) bound, the model being used for joint delivery analysis of dynamic images; Niyogl with Adelsno storm A94] the use of space-time slice method of tracking people: First of all, they observed the intertwined low-limbs model which generated by time-space silhouette, then in the time-space, located the silhouette of human head moment, followed by identification track of other joints, they used these silhouettes to obtain the contour of human body.

C) 3D model (Volumetric Model)

The three-dimensional human body model is the other most commonly used model of the human body. 3D model can be recovered by using 2D contour information, when we process the recovery, the ambiguities as one big issue should be considered, because right and left limbs are sometimes indistinguishable( agarwal thesis). For tracking, ambiguities solving, and elliptic cylinder model is famous in 3-dimensional human body model. Rohr "Roh94] the use of 14 elliptical cylinders model to express the human body structure, the origin of the coordinate system is positioned in the centre of the body, was trying to use the model to recover the 3D description of walk. We can use generalized cone units, three-dimensional model of the ball and so on to describe the structure of the human body details. Ngael [wN99 built elliptical cone model for matching in the continuous video frames to extract the information of human body description through matching of the silhouette. They used the expansion of the iterative Kalman filtering method (Y Iiguni, H Sakai, H Tokumaru] combined with the edge of regional information and physical analysis to determine the constrains of the freedom of joints.

3) Model-based tracking

This method is based on the prediction of the human model through technical means in the video sequence. The aim of the method is to obtain the model parameters, searching suitable parameters through accessing the human model parameters, to meet the given condition; then the structural parameters of human motion can be recovered.

The process of tracking the general model can be divided into four steps:

1) The first step is to predict. The video processing in accordance with previous results, combined with some priori prediction knowledge to finish the prediction of the location parameters in next moment in the parameter space.

2) The second step is the synthesis, through the parameter space to find the appropriate parameters, and the use of parameters to generate synthetic data, Parameters obtained under the conditions of the corresponding image feature of the synthetic data.

3) The third step is the comparison process; compare the Synthetic data and real image data, the Comparison of the results will be some form of quantitative, use the feedback from quantitative Compared results to adjust the parameters.

4) Four-step state estimation is that, according to comparison results, to draw the appropriate values of model parameters. At the same time, get prepared for the start for the next cycle (pre-measured).

Upon the four steps, is the general framework in model-based human motion tracking. Moreover, the process of prediction often requires the actual behavior of human movement such as walking, running, jumping and so on, model parameters should be predicted with the corresponding knowledge of the dynamics or kinematics.

But, in high-dimensional parameter space, it is the most difficult problem to find the appropriate parameters to make the model matched the image data, Such as (OK94) that use a genetic algorithm based on global search strategy, (KH95) use a single state based on the perturbation parameters of the greedy search strategy to solve the parameter search problems.

Typically, the feature of synthetic data such as Edge (GD96) and regional brightness (CR99) are most commonly used in a comparison process. Edge method is stable, can be used in the scene which has the light regular changing, But, in a complex scene, the process will be high cost in interference, matching difficulties and complex computation. For the regional brightness method, it is mostly used in the situation with stable or less stable human brightness, in which case, we can use the calculation of an optical flow model(Optical Flow Constraints on Deformable Models with Applications to Face Tracking) to calculate Model matching or partial velocity field. Therefore, we use Edge and Regional lightness method together as matching criteria.

Feature-based tracking

Feature-based tracking contains two processes: the feature selection and feature tracking and corresponding.

General features include points, corner, edge as well as more complex structural features. It is easy to extract and identify, Nelosn article Polnaa and (PN94) is a good example of feature tracking points, each pedestrian will be closed by a rectangular box, the centre of the box was chosen as the representation of human body, estimating the location of the centre point using the same centre point information in a prior frame. For the ambiguities during the tracking process, if the speed of the centre is separated, the tracking will be successfully implemented. The advantages of this method are simple implemented and can take advantage of human movement to solve the occlusion problem, but it considered only the translation motion, if involved the combination of texture, colour and shape characteristics, it may further enhance the tracking robustness.

In addition, Sgene with Pingah tracking system (SP96) use the corner points identified in each video frame as a feature point, and the matching process is based on the distance measure of the curvature of location and point-based value. Another common feature is the BLOB, which is purposed by (AP96) the system extracts blob, which has same colour texture brightness and movement features, and defined as (x,y,Y,U,V) in vector space, which x,y represent the location, and Y,U,V is the weight in Y,U,V space. Various parts of limbs have different BLOB. Therefore, human body extraction and tracking become to the tracking process of BLOB in each frame.

Human motion can be seen as a non-rigid motion; through giving a mount of constraint information is conductive to the prediction. Prediction is different from the feature method in a corresponding process; prediction method is based on the previous analysis, as well as on the objects, such as location, colour movement direction information. Through the prediction, we can roughly obtain the object position, as well as the parameter position in parameter space.

Prediction method generally establishes a model according to human motion, using the model to guide a prediction process. It is difficult to build a model to adapt to different human moment. In the predictability of the method to the form of Kalman filter, the line features of the tracking technology in the field of computer vision have been well developed, such as (JC00) applied the shape, region, texture, colour and edge characteristics of information activities in the establishment of a template, combined with the Kalman filter forecasting method. Through minimizing the energy function to complete the process of tracking moving targets, the model has good adaptability for tracking non-rigid objects.

Moreover, there also has a certain amount of research based on multi-camera tracking of people's movement, such as (UMOY98) using multi-camera tracking of people, by choosing the best viewpoint to solve the ambiguities problem in a segmentation process such as FIG 2;

（CA96）proposed the probability of matching methods between the different cameras , discussing the automatically switching between two adjacent cameras.

3 Region-based tracking

Region-based tracking method at present has more applications, such as (WADP97) use of the characteristics of small region for single people tracking, the human body (such as head trunk limbs etc) was treated as a small region composed of blocks.

Use the establishment of the Gaussian distribution model of the human body and the scene, the pixels belonging to the human body have been designated in different body parts, each small area by tracking the completion of the entire block to the tracking of people.

The most difficulty parts of region-based tracking of moving targets are shadow and shelter, which permits the use of colour information, as well as the shadow of the regional nature of the lack of texture to be resolved, such as (MCK00) use colour and gradient information to establish self-adaptive background model, and use background subtraction to extract the movement region, effectively eliminating the impact of the shadow; and then, a human body is composed of many parts of the body region to meet the conditions of geometric constraints, at the same time the crowd in turn composed of a single person, so the use of tracking devices and combine the region's surface color model to complete the tracking process under ambiguity conditions .

4 Active Contour-based tracking

Based on the active contour tracking, [ZJDoo] [PD00] [BSR00 』[petoo] [IB96] [BH94] thinking is the use of a closed curve to express the outline of moving objects, and the contour can automatically update. Such as (PD00] and Pargaios use of short-range active contour lines, combined with LveelSet theory to comply with detection and tracking of multiple moving targets in image sequence; (Pet00) use Kalman filter-based active contour to track the movement of non-rigid objects: [IB96] use stochastic differential equations to describe the model complexity, and a combination of deformable template has been applied in tracking.

It compared to region-based tracking method, using the contour can decrease computational complexity, even in the ambiguities contour-based tracking can still work if the segmentation and matting can successfully initialise the contour.

Recently problems

To sum up, video-based human motion analysis has grown fast during recent ten years with rapid development of a wide range of technical studies, the results of their research have been practically applied in the visual surveillance, medical image processing and other fields, and it reflects the good prospects for development. Even so, the current video-based human motion analysis, from the automatic, accurate, real-time human motion tracking and analysis of the ultimate goal still has a considerable distance. Until now, no system can truly be a robust recovery from the video sequences of 3D human body structure and motion information. At present, the main technical problems faced are:

1) Human motion and segmentation ambiguities

Most commonly used mean of describing the subject image (image shape descriptors) that is silhouette. Image silhouettes as image descriptors are: Image artifacts (like low background segmental structure) alter the particular area characteristics. Second is the difficulty in determining some details, like recognizing a front view from back one, or walking with the left or right lower limb. For those human motion segmentation ambiguities, the process cannot be trained in general.

2) Feature-based tracking

Human feature-based tracking and extracting the 3D human motion information is basic processing steps in 3D human motion analysis. Therefore, the quality determines the accuracy of 3D motion information extraction.

Feature points:

Based on feature points (Joint Centre) to track the movement is a commonly used technique. This method requires high video image quality and only for a specific type of motion. In addition, due to the high complexity of the human body structure and the diversity of types of human motion, making the feature points based tracking extremely difficult to deal with. Such methods generally need to learn complicated steps, but only for a particular type of movement.

On the other hand, contour-based tracking information, and information directly from the two-dimensional outline of the human body to obtain three-dimensional motion information is the recent research focus.

Based on the outline of processing of human motion analysis has many advantages:

First of all, compared with the video images of the limb joints, the body contour is even more obvious and accessible. Moreover, compared with the feature point information, the outline of the impact of noise is relatively small. More important, even in the video image quality is not high; the movement can still get information on the human body contour.

However, due to the limitations of motion segmentation techniques, from the outline of the video it is difficult to obtain accurate, this is no doubt the campaign will affect the processing accuracy. Therefore, based on how to increase the extraction of 3D movement robustness and accuracy need to be studied and resolved.

Research characteristics

1) Motion database technology used as the description for training object

Motion database technology is the basis to deal with our framework. It is used throughout all aspects of the steps. We used statistical method to study the database, establishing a Markov probability transfer model and Space-time similarity model.

Training images and synthetic images representation and the relationship between them is expressed by the MRF model, after considering the colour difference for the single pixel in continues frames of contour, we use the Markov random field (MRF) to set up the disparity map, in addition, the main purpose of optimization is to minimize energy function in MRF.

2) Object contour synthesis method

The technical framework, make full use of the information of 3D human body structure, For example, in the human body pose access. Using human body model 3D personalized to drive the 3D motion database, and obtain the formation of 2D projection contour model database. Second, our technology roadmap is project 3D motion information directly into the 2D silhouette, then access 2D contour information, the vectorization process have full use of the 2D contour information.

I have applied two methodologies for contour synthesis from the image samples; -SVR and EM methods are proposed first time for the contour synthesis in research, I introduce these two methods and compare the results in synthesis and summarize the method which is perfect in new synthetic image for the result description for the contour synthesis of the human characters.

3) Optimization method (SVR, EM and BP method) combined with stereo matching method in contour and colour synthesis

Stereo Matching as one of the most significant fields of computer vision has become more and more popular research topic, based on Stereo Matching method, (1-3) surveyed many researches have been applied and indicate the method based on Energy minimization is the method in common use. (4) used moments method but is limited by the windows size of the orthogonal moments, but, if use the Orthogonal moments to support the energy-based method, matching result will be better.

In colour synthesis, minimal energy function is involved, supplying the environment for optimization. General definition of energy function includes two items: 1, I use P to represent the matching probability for one single pixel; 2, V can be indicated as adjacent smooth continuity between points. Matching distance is obtained by minimizing the energy function which has two best methods: graph cut (5-7) and belief propagation (8-9).

Since (8) proposed the BP application in matching, the belief propagation in the field of stereo matching has been a great concern, in our research, we use the BP algorithm is based on color and spatial distance, basically speaking, our work is based on each single pixel. After calculate the spatial distance during the continuous frames to build the spatial space image; finally, we use BP for the optimization.

