Transport Layer Security
TLS is a generic application layer security protocol that runs over reliable transport. It provides a secure channel to application protocol clients. This channel has three primary security features:

1. Authentication of the server.

2. Con_dentiality of the communication channel.

3. Message integrity of the communication channel.

Optionally TLS can also provide authentication of the client. In general, TLS authentication uses public key based digital signatures backed by certi_cates. Thus, the server authenticates either by decrypting a secret encrypted under his public key or by signing an ephemeral public key. The client authenticates by signing a random challenge. Server certi_cates typically contain the server's domain name. Client certi_cates can contain arbitrary identities.
1. Handshake messages used for algorithm negotiation and key establishment.

2. ChangeCipherSpec messages really part of the handshake but technically a separate kind of message.

3. Alert messages used to signal that errors have occurred

4. Application layer data
Authentication
For authentication purposes, the Handshake Protocol uses an X.509 certificate to provide strong evidence to a second party that helps prove the identity of the party that holds the certificate and the corresponding private key. A certificate is a digital form of identification that is usually issued by a certification authority (CA) and contains identification information, a validity period, a public key, a serial number.
Encryption
There are two main types of encryption: symmetric key (also known as shared secret key) and asymmetric key (also known as public key or public-private key). TLS uses both symmetric key and asymmetric key encryption.
Symmetric Key
In symmetric key encryption, the same key is used to encrypt and decrypt the message. If two parties want to exchange encrypted messages securely, they must both possess a copy of the same symmetric key.
Asymmetric Key
Asymmetric or public key encryption uses a pair of keys that have been derived together through a complex mathematical process. One of the keys is made public, typically by asking a CA to publish the public key in a certificate for the certificate-holder. The private key is kept secret by the subject and never revealed to anyone. The keys work together, with one being used to perform the inverse operation of the other
Hash Algorithms
During the Handshake process the hash algorithm is also agreed upon. A hash is a one-way mapping of values to a smaller set of representative values, so that the size of the resulting hash is smaller than the original message and the hash is unique to the original data.
Alert
Alert messages are used to indicate a change in status or an error condition to the peer. There are a wide variety of alerts to notify the peer of both normal and error conditions.
The Record Layer
The protocol at the record layer receives and encrypts data from the application layer and delivers it to the Transport Layer. The Record Protocol takes the data, fragments it to a size appropriate to the cryptographic algorithm

Each record is separately encrypted and MACed. In order to prevent reordering and replay attacks a sequence number is incorporated into the MAC but is not carried in the record itself. Since records are delivered using a reliable transport, the sequence number of a record can be obtained simply by counting the records seen. Similarly, encryption state

Internet Protocol security is a framework for protecting communications over Internet Protocol networks using through the use of cryptographic security services. And this is open standard protocol. IPSec supports network-level peer authentication, data origin authentication, data integrity, data confidentiality and replay protection

IPSec helps provide defense in depth against:
· Network-based attacks from un trusted computers, attacks that can result in the denial-of-service of applications, services, or the network

· Data corruption

· Data theft

· User-credential theft

· Administrative control of servers, other computers, and the network.
You can use IPSec to defend against network based attacks through a combination of host-based IPSec packet filtering and the enforcement of trusted communications.
IPsec Modes and Methods
There is no such thing as an "IPsec tunnel". It bears repeating: There is no such thing as an "IPsec tunnel." Yes, it's an extremely common phrase, and everyone thinks they know what it means, but it's actually meaningless because it lacks specificity. Two phase one security association modes are available:
Transport mode:
This is the more common of the two and is often what people have in mind when thinking of an "IPsec tunnel." In transport mode, two peers authenticate each other and establish the traffic signing and encryption parameters Any traffic between the computers that matches the characteristics specified in the filter list will be signed and/or encrypted according to the details of the linked filter action. Transport mode ensures that communications between two computers remains tamper-free and private.
Tunnel mode:
Tunnel mode is intended for secure site-to-site communications over an untrusted network. Each site has an IPsec gateway configured to route traffic to the other site. When a computer in one site needs to communicate with a computer in the other site, the traffic passes through the IPsec gateways. At the gateway the outbound traffic is encapsulated inside another complete packet and secured according to the details of the filter action in the rule. Of course, the gateways have already performed their phase one authentication and established their phase two encryption security association.
B.

TLS and IPSec advantage

TLS Secure transaction with an e-commerce Web site:
This is a typical use of TLS between a browser and a Web server. An example is an e-commerce shopping site where clients need to furnish their credit card numbers. The protocol would first confirm that the Web site's certificate was valid and then send the client's credit card information as cipher text.

TLS Authenticated client access to a secure Web site: Both the client and server need certificates from a mutually trusted CA. With Schannel, client certificates can be mapped on a one-to-one or many-to-one.

TLS provides security in two layers and also uses the encryption technology .

Each rule in an IPsec policy combines one filter list with one filter action. Traffic that matches a particular filter list is processed according to the settings in the linked filter action. Rules also indicate the security association's mode and one of three phase one authentication methods:

Preshared keys. Included only for RFC conformance, it's a good idea to use preshared keys only when testing your IPsec policies. Every peer that participates in the same security policy will need the same preshared key. Shared secrets don't remain secret for very long! Furthermore, they're stored in the registry and clearly visible to anyone with administrative privileges on the computer.

Digital certificates. As long as each peer possesses an IPsec or computer certificate signed by an authority the other peer trusts, the peers will authenticate to each other. Note where the trust lies: in the signer of the certificate. The actual name on the certificate is unimportant in this case. Digital certificates are much preferred over preshared keys because each peer can have its own certificate, and a multilevel certificate hierarchy can help create more granular IPsec policies.

Benefits IPsec provide security directly on the IP network layer and secure everything that is put on top of the IP network layer. The protocol has also been an Internet standard for quite some time and has been proven to be a secure and trusted method of securing data. IPsec support the use of nested tunnels, that is if a user must pass through two or more secure gateways the tunnels can be double encrypted.

Limitations Although IPsec has more features than SSH and TLS it is often more difficult to implement and require special support in routers etc. Like SSH there are also some interoperability issues, different IPsec implementations do not always follow the standard and communicate problem-free between each other.
Task 2

A.

Internet Group Management Protocol (IGMP)
The use of IP multicasting in TCP/IP networks is defined as a TCP/IP standard in RFC1112, "Internet Group Management Protocol (IGMP)." In addition to defining address and host extensions for how IP hosts support multicasting, this RFC also defines the Internet Group Management Protocol (IGMP) version1 RFC2236.

In the above diagram explains the basic stricture of Internet Group Management Protocol. It is related to ICMP for unicast connections. IGMP can be utilized for online streaming video and gaming, and allows more efficient use of resources when supporting these types of applications. IGMP is very weak to some attacks, and firewalls commonly allow the user to halt it if not needed
IP multicasting
Multicast IP traffic is sent to a single address but is processed by multiple hosts. IP multicasting is similar to a newsletter subscription. When only subscribers receive the newsletter when it is published, only host computers that belong to the multicast group receive and process IP traffic sent to the group's reserved IP address. The set of hosts listening on a specific IP multicast address is called a multicast group.

Other important aspects of IP multicasting include the following:
· Group membership is dynamic, allowing hosts to join and leave the group at any time.

· The ability of hosts to join multicast groups is performed through the sending of IGMP messages.

· Groups are not limited by size and members can be spread out across multiple IP networks.

· A host can send IP traffic to the group's IP address without belonging to the corresponding group.
To support multicasting in an internetwork, the hosts and routers must be multicast-enabled. In an IP multicast-enabled intranet, any host can send IP multicast datagrams, and any host can receive IP multicast datagrams, including sending and receiving across the Internet.

The source host sends multicast datagrams to a single Class D IP address, known as the group address. Any host that is interested in receiving the datagrams contacts a local router to join the multicast group and then receives all subsequent datagrams sent to that address.

Routers use a multicast routing protocol to determine which subnets include at least one interested multicast group member and to forward multicast datagrams only to those subnets that have group members or a router that has downstream group members. The IP header of a multicast datagram includes a Time-to-Live (TTL) value that determines how far routers can forward a multicast datagram.
B.

Protocol-Independent Multicast (PIM)
The PIM protocol routes to multicast groups whose members span wide-area and interdomain internetworks. PIM functions independently of any unicast routing protocol. A multicast group that uses PIM can declare itself sparse or dense, using either Sparse Mode or Dense Mode:
Protocol-Independent Multicast Sparse Mode (PIM-SM)
The most widely used multicast routing protocol, is designed for multicast groups whose members are distributed sparsely across a large region. PIM-SM can operate in a LAN environment but is most efficient in a WAN environment. Using a dense-mode protocol for a multicast group whose members are distributed thinly can cause unnecessary transmission and router storage of data packets or membership report information. This overhead might be acceptable where multicast group members are populated densely, but it is inefficient for a sparse mode multicast group. In sparse mode, routers must explicitly join and leave multicast groups, which eliminate unnecessary traffic and storage.

Sparse-Mode is a protocol for proficiently routing IP packets to multicast groups that may span wide area and inter domain internet. Unlike previous dense-mode multicast routing protocols such as DVMRP and dense multicast routing which busy packets everywhere and then pruned off branches where there were no receivers, sparse-mode openly constructs a tree from each sender to the receivers in the multicast group.
Protocol-Independent Multicast Dense Mode (PIM-DM)
Dense-mode multicast routing protocol designed for multicast groups whose members are distributed thickly over an area where bandwidth is plentiful. PIM-DM is interoperable with the sparse mode, PIM-SM. PIM-DM does not scale well.

Dense mode multicast also one mode that multicast can use to build a tree for sending packets to the multicast subscribers. It is the opposed of sparse multicast. Dense mode is perfect for groups where many of the nodes will subscribe to receive the multicast packets, so that most of the routers must receive and forward these packets. The source originally broadcasts to every router, and thus every node.
Different operations between the Sparse-Mode and Dense-mode
Protocol Independent Sparse Mode (PIM-SM)

Sparse mode is both an IPv4 and an IPv6 routing protocol. This is designed for environments where the receivers are distributed. Sparse mode uses a meeting point that sends direct their information to and receiver's information from.

So, when a receiver wants to receive a multicast data stream, it registers with the rendezvous point and once the data starts to flow from the sender, the rendezvous point sends the data on. The routers automatically optimize the path to get rid of unnecessary hops. Because PIM-SM is protocol independent, it uses the data contained in the existing unicast routing protocol.

Protocol Independent Multicast Dense Mode (PIM-DM)

Dense mode is also for the both IPv4 and an IPv6 routing protocol. Dense mode operates in a similar fashion to DVMRP and is best suited to situations where there are numerous members for each multicast group, closely located. Like DVMRP, PIM-DM floods packets out to all routers in a network and then prunes routers that do not have group members attached. Protocol Independent means that it can use the existing unicast routing table content instead of building and maintaining its own separate multicast route table. It does not matter which unicast routing protocol is being used in the network to populate the existing unicast routing table.
Task 3
A. Exchange servers can use Schannel to protect data as it moves from server to server on the Intranet or Internet. Full end-to-end security might require the use of Secure Internet Mail Extensions (MIME); however, the protection of data in a server-to-server exchange allows companies to use the Internet to securely transfer e-mail among divisions within the same company, subsidiaries and partners. This can be done regardless of whether S/MIME is used.

Image from: NCC computer network management Lesson 2 - Application Layer
1. Ruba uses User Agent to compose message and "to" Kibsa mail id

2. Ruba's User Agent sends message to her mail server; message placed in message queue

3. Client side of SMTP opens TCP connection with Kibsa's mail server

4. SMTP client sends Ruba's message over the TCP connection

5. Kibsa's mail server places the message in Bob's mailbox

6. Kibsa invokes his user agent to read message
B.

Email Protocols

SMTP
SMTP or Simple Mail Transfer Protocol is a protocol for sending email messages between servers. It is the most common protocol for sending email between two servers of the Internet. These emails can then be retrieved from servers either (Post Office Protocol) POP or (Internet Message Access Protocol) IMAP. SMTP servers are also sometimes referred as outgoing mail servers.
POP
POP or Post Office Protocol is a protocol used to retrieve email from a mail server. Almost all email applications use the POP protocol. There are two versions of POP, namely, POP2 (requires SMTP to send messages) and POP3 (can be used with or without SMTP).
IMAP
IMAP or Internet Message Access Protocol is a protocol for retrieving email messages from the mail server. The latest version, IMAP4, is similar to POP3 but supports some additional features. For example, with IMAP4, one can search through email messages for keywords while the messages are still on mail server. User can then download chosen messages to the machine.
MIME
MIME or Multipurpose Internet Mail Extensions is a protocol used for formatting non-ASCII messages to be sent the Internet. Many of the current email services support MIME, enabling them to send and receive graphics, audio, and video files through the email system. In addition, MIME supports messages in character sets other than ASCII.
C. Mail Message Format
SMTP: protocol for exchanging email messages

RFC 822: standard for text message format:
· header lines, e.g.,
o To:

o From:

o Subject:

o different from SMTP commands!
· body
o the "message", ASCII characters only
The MIME Extension for Non-ASCII Data
Message format: multimedia extensions

While the message headers described in RFC 822 are satisfactory for sending ordinary ASCII text, they are not sufficiently rich enough for multimedia messages (for example, messages with images, audio, and video) or for carrying non-ASCII text formats (for example, characters used by languages other than English). To send content different from ASCII text, the sending user agent must include additional headers in the message. These extra headers are defined in RFC 2045 and RFC 2046, the MIME (Multipurpose Internet Mail Extensions) extension to RFC 822. Additional lines in message header declare MIME content type as shown in the following figure.
D.
This is defining the internet media formats. In the case of assignment provided text message" Please find attached abstract and figure 1" is in the format as a plan text. In the internet that is transformed the file in the format of "text/plain" as a textual data. And the image in the format of jpeg is in internet "image/jpeg". The attachment document is in the format of "application/doc" because this is multipurpose files. The data transferred in the email attachments multipart type when the data archives and other objects made of more than one part. The format is "multipart/mixed".

The specific format used is often indicated by special filename extensions:

".eml" this used by so many clients like outlook, windows mail and more popular webhosting organizations. The file in normal text in MIME format

".emlx" this format is Used by Apple Mail.

".msg" this formate is Used by Microsoft Office Outlook.
Task 4

IPv4 and IPv6

IPv4 protocol
IPV4 is the fourth version of Internet protocol, but the first one to be widely deployed. It uses a 32 bit addressing and allows for 4,294,967,296 unique addresses. Ipv4 has four different class types, the class types are A, B, C, and D. An example of Ipv4 is 207. 142. 131. 235. The ipv4 uses a subnet mask because of the large numbers of computers used today.
IPv6 protocol
Ipv6 is the next in the advancement of IP's. Although it is version 6 it will probably be the next widely deployed Internet protocol. Compared to the Ipv4 which allows for only 4,294,967,296 unique addresses, the Ipv6 that uses a 128-bit system will hold 340-undecillion (34, 000, 000, 000, 000, 000, 000, 000, 000, 000, 000, 000, 000) this number is so vast that there are more unique ip addresses than stars in the universe, as we know it. However, the Ipv6 will not come out till at least 2025 in because they need time to fix the bugs in the protocol.
IPv4 protocol Limitations
IPv4's initial design did not anticipate the following:
· The recent exponential growth of the Internet and the impending exhaustion of the IPv4 address space.
Because IPv4 addresses have become relatively scarce, some organizations have been forced to use NATs to map multiple private addresses to a single public IP address. NATs promote reuse of the private address space, but they do not support standards-based network-layer security or the correct mapping of all upper layer protocols. NATs can also create problems when they connect two organizations that use the private address space.

Additionally, the rising prominence of Internet-connected devices and appliances ensures that the public IPv4 address space will eventually be depleted.
· The requirement for security at the Internet layer.
Private communication over a public medium such as the Internet requires encryption services that protect the data being sent from being viewed or modified in transit. IPSec provides security for IPv4 packets, but this standard is optional, and proprietary solutions prevail.
· 7The growth of the Internet and the ability of Internet backbone routers to maintain large routing tables.
Because of the way that IPv4 network IDs have been and are currently allocated, the routing tables of Internet backbone routers routinely contain more than 85,000 routes. The routing infrastructure of the IPv4 Internet combines both flat and hierarchical routing.
· The need to better support real-time delivery of data also called quality of service (QoS).
QoS standards exist for IPv4, but real-time traffic support relies on the IPv4 Type of Service (TOS) field and the identification of the payload, which is typically done using a UDP or TCP port. Unfortunately, the IPv4 TOS field has limited functionality, and various local interpretations developed over time. In addition, payload identification using a TCP and UDP port is not possible when the payload is encrypted.
IPv6 overcome the IPv4
IPv6 overcome the drawbacks of IPv4 in the following features:
· New header format

· Larger address space

· Efficient and hierarchical addressing and routing infrastructure

· Stateless and stateful address configuration

· Built-in security

· Better support for QoS

· New protocol for neighboring node interaction

· Extensibility
New Header Format
The IPv6 header has a new format that is designed to minimize header overhead. This optimization is achieved by moving both non-essential fields and optional fields to extension headers that appear after the IPv6 header. Intermediate routes can process the streamlined IPv6 header more efficiently.

IPv4 headers and IPv6 headers do not interoperate. IPv6 is not a superset of functionality that is backward compatible with IPv4. A host or router must use an implementation of both IPv4 and IPv6 to recognize and process both header formats. The IPv6 header is only twice as large as the IPv4 header, even though IPv6 addresses are four times as large as IPv4 addresses.
Larger Address Space
IPv6 has 128-bit (16-byte) source and destination IP addresses. Although 128 bits can express over 3.41038 possible combinations, the large address space of IPv6 has been designed for multiple levels of subnetting and address allocation from the Internet backbone to the individual subnets within an organization.

Even though only a small number of the possible addresses are currently allocated for use by hosts, plenty of addresses are available for future use. With a much larger number of available addresses, address-conservation techniques, such as the deployment of NATs, are no longer necessary.
Efficient and Hierarchical Addressing and Routing Infrastructure
IPv6 global addresses that are used on the IPv6 portion of the Internet are designed to create an efficient, hierarchical, and summarizable routing infrastructure that is based on the common occurrence of multiple levels of Internet service providers.

Internet Protocol header options

In the IPv4 different options that strength accompanies an IP header.

The IPv6 header has no options. Instead, IPv6 insert extra (optional) addition headers. The addition headers are AH and ESP, hop-by-hop, routing, fragment, and destination. Presently, IPv6 supports some addition headers.

IP header protocol byte

In the IPv4 protocol method of the transport layer or packet payload; for E.g., ICMP.

The style of header right away following the IPv6 header. Use the similar values of the IPv4 protocol field. But the structural design effect is to permit a presently define range of after that headers, and is simply absolute. Then the subsequently header force be a transport header, an addition header, or ICMPv6.

IP header Type of Service (TOS) byte

In the IPv4 Using by QoS and make different services to assign a traffic class.

In the IPv6 assigns the IPv6 traffic class, likewise to IPv4. use dissimilar codes. Presently, IPv6 doesn't sustain TOS.

iSeries Navigator support

In the IPv4 iSeries Navigator supply a total pattern answer for TCP/IP.

Similar for IPv6. No CL commands are accessible for IPv6 arrangement.

LAN connection

In the IPv4 use by an IP interface to catch to the physical network. several types exist; for E.g., token ring, and Ethernet. At times referred to because the physical link, or physical interface. IPv6 be able to be use with any Ethernet adapters and is as well maintain more virtual Ethernet among logical partitions.
Transitioning from IPv4 to IPv6
The conversion from IPv4 to IPv6 will be a larger task for the industry than was the preparation for year 2000. This protocol change will affect nearly all networked applications, end systems, infrastructure systems, and network architectures. This change must be approached with responsibility to prevent the costly, unproductive missteps that often result from broad, premature availability of technologies. Unlike the year 2000 issue, the conversion to IPv6 has no specific timeline. However, as noted earlier, the rate of IPv4 address consumption is rapidly increasing. Simplicity of deployment will be the key to rapid adoption.
Differences between IPv4 and IPv6
The following table highlights some of the key differences between IPv4 and IPv6.
Task 5

A.

Intrusion Detection Systems
Intrusion detection systems are typically grouped into one of two categories:

Host-based IDS: the host-based IDS monitor the activity on individual systems with a view to identifying unauthorized or suspicious activity taking place on the operating system.

example of HIDS is OSSES

OSSES is a free open source host based intrusion detection programming. It performs operations like log analysis, integrity checking, Windows registry monitoring, time-based alerting and active response. OSSES provides intrusion detection system in most operating systems, like a Linux, Mac OS X, Solaris and Windows. It has a centralized, cross-platform architecture allowing multiple systems to be easily monitored and managed.

Network-based IDS: the network-based IDS is solely concerned with the activity taking place on a network.

The example of NIDS is snort

Snort is a free open source programming. It capable of identify attacks and study packet logging and real time traffic analysis on the network. More features snort is protocol analysis, content searching/matching, and is usually used to keenly block or passively detect a variety of attacks and probes.
IDS Architecture
the type of IDS there are a few common components that typically constitute an IDS:

Traffic Collector: The component is responsible for gathering activity and event data for analysis. On a host-based IDS this will typically include metrics such as inbound and outbound traffic and activity recorded by the operating system in log and audit files. A network-based IDS will pull data off a segment of a network for analysis.

Analysis Engine: The analysis engine is responsible for analyzing the data gathered by the traffic collector. In case of a knowledge-based IDS the data will compared against a signature database. A behavior-based IDS, on the other hand, will compare it against baseline behavior information gathered over time to see if the current behavior deviates from the norm.

Signature Database: Used in knowledge-based systems, the signature database contains a collection of signatures known to be associated with suspicious and malicious activities. It could be said that a knowledge based IDS is only as good as its database.

Management and Reporting Interface: A management interface providing a mechanism by which system administrators may manage the system and receive alerts when intrusions are detected.
Host-based Intrusion Detections Systems (HIDS)
A host-based IDS runs directly on a server or desktop system and uses the resources of that system to examine log and audit files together with network traffic entering and leaving the system. In addition some host-based systems are able to monitor the log files for specific services such as web or ftp servers. These systems either work in real-time or in a batch mode where logs are checked at pre-defined intervals.

A host based IDS might, for example, look for anomalies such multiple failed login attempts, logins occurring at unusual times and access to system files not usually accessed by users.
Network-based Intrusion Detection Systems (NIDS)
Network-based intrusion detection systems (NIDS) monitor traffic passing through a network and compare that traffic with a database of so called signatures known to be associated with malicious activity. A number of different signature types are used by the typical NIDS:

Header Signatures: Scans the header portion of network packets to identify suspicious or inappropriate information.

Port Signatures: Monitors the destination port of network packets to identify packets destined for ports not serviced by the servers on the network, or targeting ports known to be used by common attacks.

String signatures: Identifies strings contained in the payload of network packets to identify strings known to be present in malicious code.

A network based IDS will typically only pick up packets traveling in the network segment to which it is attached. In general NIDS are generally placed between an internal network and the firewall, ensuring that all inbound and outbound traffic is monitored. In addition, if the network-based IDS software is installed on a computer it is vital that the computer be equipped with a network interface card (NIC) which supports promiscuous mode so that it is able to capture all network packets, not just those destined for its own IP address.
B. IDS strengths and weaknesses

Strengths of Host-based Intrusion Detection Systems
Fewer False Positives: A false positive is legitimate and authorized activity on a system which is incorrectly identified by an IDS as being suspicious or malicious. By running directly on the host and analyzing log files in context with overall system activity the number of false positives is reduced.

Narrow Operating System Focus: Host based systems are usually developed for specific operating systems, avoiding the pitfalls of a more general, cross-platform approach to intrusion detection.

Decrypted Data Monitoring: Because malicious network traffic is more often than not encrypted it is often missed by network-based IDSs. Because host-based systems examine data after it has been decrypted by the operating system and network stack it is better placed to identify malicious activity.

Non-Network Based Attacks: While many attacks are initiated via the network it is also common for attacks to be performed directly at the system by disgruntled or dishonest employees. The advantage of host-based IDS over network-based IDS is that is capable of identifying suspicious activity taking place at the physical machine (i.e. the keyboard and mouse attached to the computer).
Weaknesses of Host-based Intrusion Detection Systems
Use of Local System Resources: Host-based IDSs use CPU and memory resources of the systems they are designed to protect. Whilst not a serious issue for typical users this can have a significant impact on system where high performance or real-time demands are made on the system.

Scalability: Whilst host-based intrusion detection systems work well for deployment on smaller numbers of systems the tracking, monitoring and maintaining of hundreds or thousands of systems can quickly become a cumbersome overhead in terms of costs and resources.

Local IDS Logging Vulnerable: Because host-based systems often log locally on the systems they are protecting they are vulnerable to having those log files compromised to remove any record of malicious activity.

IDS Tunnel Vision: When we talk about tunnel vision we are talking about an IDS version of the human malady where it is only possible to see a small area in front. In many ways a host-based IDSs focus solely on host based activities has a tendency to blind the systems to the larger picture in terms of traffic on the surrounding network and connected hosts.
Strengths of Network-based Intrusion Detection Systems
Pre-host Detection: There is a view in the IT security community that if an attack has reached the point that it has been detected by a host-based defense layer then the outer layers of security have failed to do their job. The advantage of the network-based IDS is that it is designed specifically to prevent an attack before it reaches any systems on the internal network.

Reduced Cost of Ownership: Unlike host-based intrusion detection systems which have to be installed on every host to be protected, a single network based IDS can protect and entire network resulting in reduced deployment and maintenance overheads.

Real-time Detection: Network-based systems track and analyze traffic in real-time enabling attacks to be stopped while they are still in progress.

Cross-platform Protection: Because network-based intrusion detection systems focus solely on network traffic they are are completely operating system agnostic. The typical NIDS neither knows, nor cares what operating systems the computers on a network are running. All it cares about is the network traffic passing between them.

Big Picture View: The typical NIDS (assuming it has been carefully placed in a network) has a "big picture" view of what is happening on a network and as such can see patterns to identify, for example, how widespread an attack is on a network.
Weaknesses of Network-based Intrusion Detection Systems
Unable to Monitor Encrypted Traffic: Unfortunately much traffic these days is encrypted and, as such, is impervious to analysis by network-based IDS.

Potential Blind Spots : An IDS can only detect attacks that pass through the segment of network to which it is attached. If the suspicious traffic is traveling on a different section of the network it will not be detected by the NIDS.

Unaware if Host Based Activity : Because network based detection focuses solely on network traffic such systems have no knowledge of malicious activities that may be taking place on a host on the network

Matching the Bandwidth Curve : With the increasing deployments of fiber and Gigabit Ethernet it is becoming increasingly challenging for network-based intrusion detection systems to keep up with the speed of data traveling across networks.
C. Advantages and disadvantages of IDS

Host Intrusion Detection Systems
Host Intrusion Detection Systems are usually deployed on a host computer. Instead of monitoring a network segment, a HIDS only monitors the host on which it is installed. A HIDS would typically be placed on business critical hosts and on servers in a DMZ that are most likely to be compromised. The HIDS operates by monitoring changes to a number of variables on the host system.

Advantages and disadvantages of HIDS are:

Advantages:
· Ability to provide information about a host during an attack on that host.

· Ability to associate a user to an event

· May detect attacks that are not detectable by NIDS

· Can analyze encrypted data that has been decrypted on the host.
Disadvantage:
· HIDS are not able to detect network scans.

· Information provided by the HIDS becomes unreliable as soon as an attack on that host has been successful.

· When an OS is brought down by an attack, the HIDS goes down with the system.

· In order to monitor several hosts, an HIDS would need to be placed on each host.

· HIDS may be ineffective during a DoS attack

· HIDS require resources of the host in order to operate.
Network Intrusion Detection Systems
Network Intrusion Detection Systems are usually deployed as a dedicated component on a network segment. There is some debate as to where to place a single NIDS , but most agree that multiple NIDS are better. It will then compare captured network data to a file of known malicious signatures. If there is a match, the IDS will log and send an alert according to how it was configured by the network or security administrator

Advantages and disadvantages of NIDS are:

Advantages:
· Avoid DoS that would otherwise affect a Host

· Breadth of Coverage. An entire subnet may be covered by one NIDS.

· Stealth

· Minimal Install/Upgrade Impact to Network

· Ability to Identify Network Layer Errors

· Operating Environment Independent
Disadvantage:
· Latency between time of attack and time of alert. By the time an alert is received the damage may have already occurred.

· False / Positive Alerts

· Cannot Analyze Encrypted Traffic

· NIDS only as strong as the latest signature update. New or variations in attack patterns will not register.

· Difficulty in processing packets in a congested network.

· Does not indicate whether the attack was successful
References
Anonymous (2009) Study Guide computer network and management available from: National Computing Centre (NCC).

Larry L. Peterson, Bruce S. Davie (2007) Computer networks: a systems approach available from:http://books.google.co.uk/books?id=fknMX18T40cC&printsec=frontcover&dq=computer+networks [12th Feb 2010]

Anonymous(n.d.) images available from: http://www.google.com/images [12th Feb 2010].

Anonymous(n.d.) IPv4 and IPv6 are available from: http://publib.boulder.ibm.com/infocenter/i