This century we depend on computer

Abstract
In this century we depend on computer for most of our daily life. Especially search engines is used more to search for something on the internet to buy or sell or for any reason. But people spend more time in searching for the data they require. To make things simple I am comparing two technologies RDF and Topic Maps. These two technologies help our machine to understand what we are searching. In this research project I am going to work more on these Semantic technologies because of its importance and use. When comparing these technologies I was able to learn the working of keyword based search engines. I got most of the ideas about keyword based search engine starting from its history, how the keywords are index, which software is used to index and search for the keyword and till its structure. The method I used to compare these technologies is by comparing its functionality, structure, ease of use and query. After comparing these technologies came to with all of the above features RDF is better when compared to Topic Maps.
1. Introduction
A search engine is a program which retrieves information from a database, based on certain criteria defined by the user [13]. When a user need to search something on the web the user has an idea of what he wants but the machine does not know what it is looking for. This is where RDF and Topic Maps help the machine to understand what it is looking for. It is like an interaction between the user and the machine.

From the day when search engine was developed it was depending on keyword based search and some form of index search. So users where forced to depend on keyword based engine and index based engine to perform their task. It is proved that user searching in a keyword or index based engine spends many hours to finish their task

Let us take an example to prove this scenario; if a user is given the goal to search for all the book companies and suppliers in America he will start his work by searching for companies first. Let us say he types in "book companies in America "in the search engine. The result he is getting is "US publishing company", "Ask.com" and some printing companies which give their advert. So from here the user works get complicated rather what he expected. He has to look for a different type of query such that the word he is searching "book companies" has to match the keyword used in the search engine. After he found the perfect search keyword he is said to complete his task. Now days there are many word tracker companies which help the searchable makes easy by using some form of keyword technology to search for a keyword what the user is looking for. From all this discussion above it is been seen that keyword based engine makes life more complicated and tough. So when reading about search engines and their work thought of researching two new technologies which is well known for its semantic technologies mainly about metadata that is data about data. The technology which I am comparing in this thesis is RDF and Topic Maps. I compare these two technologies and find the better of the two. My aim is to learn how these two technologies work making the web better than before.

When I researched about these technologies I found RDF to be straight forward like the way it structures the sentence in the form of subject, predicate and object like an English grammar. I also found it is easy to read RDF files with server side scripting language like PHP. The most important thing to notice about RDF is the tags, when we start writing tags I found I was more comfortable and very less number of tags to represent a large document. When I was working with Topic Maps I found every thing seems to be very difficult particularly books and resources. Then the second thing to notice is that I found little bit confused when I was reading Topic Maps with PHP because of the huge tags and lots of occurrences and association between each of them. But to be true I found Topic Maps tags can be easily understood by most of them if they are family with XML. Overall both of the technologies where able to work the way it was and I feel, RDF and Topic Maps are going the rock the world.

I initially started my work with RDF, had a good understanding of how it works, how it is related to XML, how to write tagset and more about its structure. I was thinking of choosing a particular domain to work so that it will be more interesting for me and for others. I decided to choose football as my domain to work through and collected most of the information needed for me to work. Then I started tagging the documents in RDF, and then kept that tagset aside for future use. Then on the other side Topic Map is my target, this was very hard for me because of the time spent in researching on how to work on Topic Map took a while to research. At last found the exact solution for both of them to work. Now I have to choose some sort of scripting to read both tagsets individually. I choose PHP as the server side scripting language to read the tagsets. Why I choose PHP is because of the free open source software, flexible, easy to understand and more over I like PHP. Then started working with scripting so that the script gets the tagsets and output results according to the query.
2. Literature Review

2.1 Search Engine
In our day to day life the World Wide Web seems to be a precocious gift. Hundreds of millions of pages are available, waiting to present information on a variety of topics. What can we do if we need a particular page to visit or if we need some thing specific [19]? The answer is Search Engine. Search Engines help in getting the required data in a vast expanse of World Wide Web. In this current world hundreds of millions of pages are indexed and respond to millions of queries every day.

Keyword searching is most common method used in current search engines [20]. What is keyword searching? Searching for a word in a web page is called keyword search. But what happens when we search for a word that has multiple meanings, this is one of the real problems with keyword searching. So we have to refine our searching methodology to get the result we are looking for. There are four stages make up the search engine. They are

The very first tool used for searching on the pre-web Internet was Archie [10]. It was created in 1990 by Alan Emtage, a student at McGill University in Montreal [14]. The program downloaded the directory listings of all the files located on public anonymous FTP (File Transfer Protocol) sites, creating a searchable database of file names; however, Archie did not index the contents of these sites [10]. There after year by year many search engines were developed and launched frequently. Modern search engines search databases that contain huge amounts of data, collected from the World Wide Web, newsgroups, and directory projects [13]. The very first successful search engine went live in 1994 which was WebCrawler which not only captured the title and header of pages on the Internet, but grabbed all of the content as well [13]. In the same year Lycos was released which has almost all the features of WebCrawler but Lycos ranked its results based on relevancy [15]. Several companies entered the market seeing the growth and the gain during the initial stage. Many search engine companies were caught up in the dot-com bubble, a speculation-driven market boom that peaked in 1999 and ended in 2001 [16]. Google launched its search engine in the year 1998 and was quite successful by 2000 [17]. Google achieved its better results with Page Rank [18]. Then Came Yahoo which used service based on Inktomi's search engine
1. Web Crawling (Spider)

2. Meta tags(Index data)

3. Building the index

4. Building the search
Initially when a person searches for information they use a search engine, to find information on the internet search engine uses special automated software called a Spider which helps in building a list of sites and pages. This process is called Web Crawling [20]. The Spider usually starts it search in Servers and most popular web pages [19]. Then it will start indexing the words on its pages and it follows every link it goes.

Meta tags are those which help the owner of the page to specify the concept under which the word should be indexed. This will be more useful when the word on the page has more than one meaning [20].

Once the Spider has completes information finding on the web its time to store the information [19]. A search engine could store the word and url where it was found. More than that the search engine stores the number of the times the word is repeated in the page. The engine will weigh each entry of the words when it starts keep on increasing.

In the above figure 1 it is clearly shown about the working of keyword based search engine. Now its time to query, searching through an index involves a user building a query and submitting it through the search engine [19]. The query can be simple or complex; if the query is complex Boolean operators are used that allows refining and extending the terms of search. Some of the Boolean operators are the logical terms AND, OR, NOT, and the so-called proximal locators, NEAR and FOLLOWEDBY Boolean AND, Boolean OR, Boolean NOT, NEAR, Phrase, Capitalization [20].

When we look on concept-based searching, systems try to find what we mean, not just what we say [8]. A concept-based search grabs the information from the web that is "about" the subject or theme being explored. Even if the words in the document don't precisely match the words you enter into the query. How these concept-based searching methods work? There are various methods of building clustering systems, some of which are highly complex, relying on sophisticated linguistic and artificial intelligence theory [8]. The concept-based searching software determines meaning by calculating the frequency with which certain important words appear [8]. When several words or phrases that are tagged to signal a particular concept appear close to each other in a text, the search engine concludes, by statistical analysis that the piece is "about" a certain subject [8].

In the above figure 2 it is clearly shown how Google Engine looks for the words in its database. Initially when an user search for a term they enter the search term, the Google then looks for the search term in the database which has millions of web resources which is linked according to words. The term is then matched and the result is given to the user.
2.2 Semantic Web and Representation Techniques.
Every day many web pages are created and used. With this increasing number of web pages World Wide Web forms a huge network of information; the development has changed the way we look at the World Wide Web. But most of the content on the web is suitable for human consumption. People use computer for seeking information, social networking, online stores, viewing adult materials and much more. When people use a computer for these purpose there is no need for any particular well supported tools, apart from some links and other resources.

Google, Yahoo and other search engine work on keyword-based search. When people search for particular information on the web they have to browse for the information they are looking. From this we can say that we don't have proper information retrieval. So we have to look for something that should support web users. That is in a way to be clear that machine should understand what we are looking at and understand, so we are looking for something semantic. What is Semantic and how is it related to web? Semantic implies meaning [23]. Semantic specify the way in which data can be searched in the web [24]. This is not only for human beings but also for computer. The Semantic Web can see where computer and human being can read, write and understand the data on World Wide Web to help users to achieve their goals.

A main aim of Semantic Web is to change current Web search methodology; the Semantic Web allows the machines, intelligent agent, should understand retrieve and manipulates information. A Semantic Web approach goes beyond keyword and alphabetical indexes to let users search by concept and categories [1]. The World Wide Web Consortium (W3C) has developed the fundamental ideas and standardizes the language to support the Semantic Web. There is much research in making the Web more interactive. So we can say that the goal is to offer us a new approach to information retrieving. For this the most fundamental principle of which is the creation and use of metadata.

The Semantic Web uses three techniques for informational retrieval. They are
· Metadata

· Ontology

· Logic
Metadata is data about the data. Metadata can be a part of two things one may describe a document and an other may describe the entities within the document [2] [4]. In both these scenarios the data is semantic metadata. Metadata can be used to organize and find information based on the meaning and not based on test [3]. With the help of Semantic Metadata we can improve the way the information is presented. It's clear that Metadata will be used to identify and extract information from web resources.

Ontology is a structure capturing semantic knowledge about a certain domain by describing relevant concepts and relations between them [3]. Ontology consists of finite terms and relationship between the domain terms which are considered to be an important concept in the domain [3]. Ontology is more useful in navigation of websites, organizing knowledge in a structured way and also for improving the accuracy of the search [4]. In some cases if the search engine fails to find the relevant information it can suggest the user to pass a convenient query. When we talk about Ontology we have to look for Ontology languages. Artificial Intelligence seems to be one of the long traditional ways of developing and using Ontology languages. Some of them are
· XML

· XML Schema

· RDF

· RDF Schema

· OWL
Since we are in a world where ontologies are more available we can ask for a better and more comfortable search capability that helps in detailed search. So we can say that Semantic search will not look for similar word but for similar concepts associated with the search. There are two methods in improving semantic search one of them uses information retrieval and other uses metadata they are Latent Semantic Indexing and Semantic Web Documents respectively [6]. Latent Semantic Indexing is an information retrieval method that organizes existing HTML information into a semantic structure. LSI implicitly takes higher order associations of words with text objects [6]. The resulting structure reflects the major associative patterns in the data. This allows information retrieval based on the "latent" semantic content of the existing Web documents and not just on keyword match. LSI has an application method which helps in implementing with existing Web documentation [6]. The Semantic Web will provide more meaningful metadata about content, through the use of Resource Description Framework (RDF) and Web Ontology Language (OWL) documents that will help to form the Web into a semantic network.
Now let us have a look at Semantic Web Layer cake as shown in Figure 3.
URI is an acronym for Uniform Resource Identifier; a compact string of characters used to identify or name a resource [44].Unicode is the universal standard encoding system and provides a unified system for representing textual data [45].XML is an acronym for Extensible Markup Language. With XML, we can write tags in the way we like; it's like a main family member for most of the upcoming technology like RDF, Topic Maps, OWL and many more. Namespaces are said to be an integral to XML. Namespaces provide a means to qualify the tags and attributes in an XML document with URIs which then makes them truly unique on the Web and thus, universal [45]. XML Schema is a way of describing the XML document into DTDs. Say for example if we are going to use XML to create our own tags then XSD will provides the way to define the rules in a way that people and machine can understand them, adhere to them and integrate with them [45].

XML Query is a standardized language that helps in combining documents, databases, Web pages and almost anything [45]. It is very widely implemented, powerful, and easy to learn.RDF stands for Resource Description Framework. RDF is one of the flexible languages capable that helps in writing metadata. RDF Schema is a framework which helps to build vocabularies for specific RDF application.Ontology is used to assist web search and to communicate information.
2.4 XML
The technologies used in this thesis are XML, RDF and Topic Maps. Tim Berners-Lee the founder of World Wide Web included three primary components to the web they are (HTTP) Hyper Text Transfer Protocol, URLs (Uniform Resource Locator) and HTML (Hypertext Markup Language) [5]. These components were the basic foundation during 1990's. HTML is an easy language where a high school student can be a master in a day. Program written in HTML can be viewed with the help of Internet Explorer or any form of browser. The disadvantage comes when people look at dynamic pages and in particular when Web applications explicitly need to manipulate data which motivated the development of XML [5].

The XML stands for eXtensible Markup Language which was developed in 1996 by W3C. The reason behind the development of XML is that in HTML the user cannot create their own tags but in XML the user can write codes and manipulate the structure of them [5]. The XML specification for machine readability is the first step towards Semantic Web [6]. XML marked up documents looks like a tree structure. From this it is clear that XML is a complementary technology.
The design goals for XML are [21] [22]
1. XML shall be straightforwardly usable over the Internet.

2. XML shall support a wide variety of applications.

3. XML shall be compatible with SGML.

4. It shall be easy to write programs which process XML documents.

5. The number of optional features in XML is to be kept to the absolute minimum, ideally zero.

6. XML documents should be human-legible and reasonably clear.

7. The XML design should be prepared quickly.

8. The design of XML shall be formal and concise.

9. XML documents shall be easy to create.

10. Terseness in XML markup is of minimal importance.
XML is a syntactic foundation layer of Semantic web [25]. Unicode characters and Uniform Resource Identifiers (URIs) these are the two technologies where XML was build. Using Unicode characters it allows XML to be authored using international characters. URIs is used as unique identifiers for concepts in the Semantic Web [25]. The important thing to be discussed is that XML is the first to fit the web service in Semantic Web. From all the discussion we are sure that XML has passed from the early-adopter phase to mainstream acceptance. So we can say that XML is becoming one of the primary syntax for almost many enterprise data. [25].

XML is a Meta language which helps in creating other language. It helps in providing a basic structure and rules to mark-up a language [5]. This Marked up text should be differentiated from the rest of the documents for this reason XML use delimiters [5]. The terminology used to define XML documents are error, fatal error, at user option, validity constraint, and well-forkedness constraint, match, for compatibility and for interoperability [21]. If a document follows the following rules then it is said to be Well-formed XML document [21] [3].
1. Their should be only one root element document

2. All the tags should be opened and closed properly.

3. Tags may not over lap.

4. Attributes with an element have unique names.

5. Element and tag names must be permissible.
There are dozens of schema language which helps in confirmation of XML document some of the popular Schema Language are XML Schema, Document Type Definitions (DTDs), RELAX NG, Schematron and many more.

Document Type Definition (DTD) was the original schema definition language inherited from SGML, its syntax is defined as part of the XML 1.0.Still now DTDs are used for some of the markup languages. To be true most of the organization and other form of enterprise has switched to XML Schema. The reason behind the failure of DTDs is their non-XML syntax, their lack of data types, and their lack of support for namespaces [25].

XML Schema helps in confirmation of XML document and vocabulary in a specific hierarchy structure. XML Schema is a W3C standard since 2001. There are two types of documents they are schema document and multiple instance document conforms to the schema. Both of them use XML syntax, this is considered to be one of the main reasons behind the replacement of DTDs [25].

RELAX NG is main competitor to the W3C's XML Schema. XML Schema community considered RELAX NG as one of the superior. On the other hand, major software vendors like Microsoft and IBM have come out strongly in favor of standardizing on XML Schema and fixing any deficiencies it has [25]. RELAX NG represents a combination of two previous efforts: RELAX and TREX. RELAX NG from its specification: "A RELAX NG schema specifies a pattern for the structure and content of an XML document [25]. A RELAX NG schema thus identifies a class of XML documents consisting of those documents that match the pattern. A RELAX NG schema is itself an XML document." [25] [26].

An open source XML validation tool is Schematron. Schematron uses a combination of patterns, rules, and assertions made up of XPath expressions [25 [27]. Schematron is an ISO standard. Because of its rules based validation Schematron is very strong compared to both XML Schema and RELAX NG [25] [27].

Document Object Model (DOM) is an Application Programming Interface (API) for XML and HTML documents [25] [28]. So why is DOM more important for XML? With DOM, programmers can build comments, navigate their structure and edit their content [25]. The main objective for DOM given by W3C is that it should provide a standard interface for the programmers so that it can be used in wide range of environment [28]. Documents are modeled using objects, these objects not only encompasses the model but also the structure of a document and also its behavior. This was reason for choosing the name DOM i.e. Document Object Model. As an object model, the DOM identifies [28]:
· The interfaces and objects used to represent and manipulate a document

· The semantics of these interfaces and objects - including both behavior and attributes

· The relationships and collaborations among these interfaces and object.
The Document Object Model consists of two parts, DOM Core and DOM HTML. The "DOM Core represents the functionality used for XML documents, and also serves as the basis for DOM HTML "[28].A proper object model should implement all of the fundamental interfaces in the Core chapter with the semantics as defined [28]. "Further, it must implement at least one of the HTML DOM and the extended (XML) interfaces with the semantics as defined "[28].
From all the discussion above it is clear that XML is a Strong foundation of Semantic Web it is both a powerful and essential language for Web Services [5] [25]. It allows data to be exchanged between applications and databases over the Web [5]. Our next progress is to step up the markup language pyramid in RDF, which begins to establish a basis for semantics on the Web [5] [25].
2.5 RDF
I started looking information about what is RDF, how it is designed so that it can be read and understand by computer application. When I was exploring this information I got to know that RDF is written in XML. By using XML, RDF information can easily be exchanged between different types of computers using different types of operating systems and application languages. I came to know that RDF belongs to W3C.

RDF stands for Resource Description Framework, was developed by W3C is an XML based language to describe the resource [30] [25].RDF was not developed by any the individual or organization, it was developed by a group of metadata communities who worked together bringing the robust and more flexible for supporting the metadata [31]. The history of metadata began at W3C in 1995 [31]. From the name it says that it's a framework, it is said to be a general purpose language used to represent information on the web [30]. RDF uses XML syntax for processing the metadata. By using the XML syntax RDF imposes structure that is suitable for human and machine to understand. RDF mainly describes about the metadata.

RDF models are usually called as triples. These resources have properties called attributes. In knowledge representing community these triples are called as Subject, Predicate and object [25]. Let us discuss about these triples individually.

Subject: In grammar subject is the noun or to be simple it is the phrase that does the action so the subject tells us what the sentence is about. In RDF, this is the resource that is being described by the ensuing predicate and object [25]. The subject can be identified by URLs.

Predicate: In grammar predicate is the completer of a sentence. A complete predicate consists of the verb and all accompanying modifiers and other words that receive the action of a transitive verb or complete its meaning [32], so we can say that predicate tell something about the subject. In RDF predicate is a relation between subject and predicate [25].

Object: In grammar Object is the person or thing affected by the action described in the verb. A verb may be followed by an object that completes the verb's meaning [33].

So the Object tells about the action of the subject.

Now let us see some of the examples to visualize the RDF.

Example [34]:
· The resource at URI http://level2.cap.gov/documents/u_090403105113.doc has a title of "MISHAP REPORT FORM."

· The resource at URI http://level2.cap.gov/documents/u_090403105113.doc has a format of "Microsoft Word 97".

· The resource at URI http://level2.cap.gov/index.cfm?nodeID=5464 links to the resource at URI http://level2.cap.gov/documents/u_090403105113.doc.
From the above diagram it is very clear about which is Subject, Predicate and Object. The Object is about the MISHAP REPORT FORM and Microsoft Word 97. The subjects are the URLs and the predicate is a relation between them. W3C has a validation service for RDF which helps in checking whether our RDF tag is correct to the standard [35].

RDF Vocabulary or RDF Schema is defined as a set of predicates that can be used in an application [36]. RDF Vocabulary or Schema is said be a rule based dictionary that define the elements of the domain and describe the element relating to each other [37]. There can be many Vocabularies and schemas but all of them have to follow the Description language that is RDF Vocabulary Description language to implement the tags.

So we can say in a short that RDF is a way of describing a data and RDF schema is a neutral way of expressing the metadata that can be used to describe the data for a specific vocabulary [37].When we compare RDF Schema with relational database both of them provides the same functionality. It provides the resources necessary to describe the objects and properties of a domain-specific schema as vocabulary used to describe objects and their attributes and relationships within a specific area of interest [37]. Then what is the difference between XML Vocabulary and RDF Vocabulary? The answer is that XML can be used to serialize the contents of a relational database and the RDF-based model, XML isn't a replacement because XML is nothing more than syntax [37]. The RDF recorded in XML is a powerful tool. By using XML we have access to a great number of existing XML applications, such as parsers and APIs [5] [25] [37].

If we want to start defining a vocabulary in RDF for a business first we need to create a domain element and their properties with their business scope. Then the process is quite similar for a new business system as being defined for use within a more traditional relational database [5] [25] [37]. Following these existing data-modeling techniques, the very first step to be taken is to describe the major entities and their properties, then describing about the relation between each of them. Once the elements for the vocabulary are defined, then they can be compared to existing Web resource domain vocabulary for matches [5] [25] [37].

To be true when I started my research I thought it will be tougher and vague to do a thesis about RDF, also I would like to tell something that I have no previous exposure to any of the W3C technologies. I would like to discuss about some of the uses which I come across when I am researching about RDF.
1. It is more flexible.

2. It has triples which can be easily embedded to HTML.

3. It can be used in other form of XML such as DITA and DocBook.

4. It helps in embedding the machine readable data to the web.
There are many application developed with the help of RDF some of the main applications are Mozilla, RSS, Annotea, Dublin Core, WebScripter and Haystack,

Mozilla use RDF to describe email and news item stored by the mail and news reader [1]

RDF Site Summary goal is an XML -based light weight multipurpose extensible metadata description and syndication format [38].There are many version of RSS which are a small XML based language. An RSS file describes a web page in a metadata including its name, URL and its channel [1].

Annotea is a W3C LEAD (Live Early Adoption and Demonstration) project [39]. Annotea is a part of Semantic Web efforts [39]. It uses RDF to point to the place to be annotated in a web page and it also captures the date, time, and location in the text [1].

Dublin Core is a system for describing the metadata for bibliography [1]. Dublin Core can be expressed in many ways RDF is said to be one of the main way of expressing it.

WebScripter was developed in University of California. WebScripter uses DAML a type of markup language to mark up the web page so that the information about the web page can be extracted in a uniform way [1].

Haystack is a project in Massachusetts Institute of Technology [1]. The goal of the Haystack is to make easier for people to collect, organize, find, visualize and share their information.

So far we have discussed about RDF like how it came, who developed, its structure, its model its features, advantages and its applications development. From all these we can say that RDF is a gift to human being as it make life easy by making the intelligent agent that is our machine to understand. By doing a research in this technology it helps me gain knowledge of its architecture, working model and its presentation towards the web. It also gained me a confident about how to approach a new technology when we start from scratch.
2.6 Topic Map
I started with the same steps which I followed fro RDF, initially I was looking information about what is Topic Map, how it is designed so that it can be read and understand by computer application. When I was exploring this information I got to know that Topic Map is also written in XML so Topic Map is said to be XML Topic Maps (XTM).

Topic Map was originally developed in the late 1990's as a way to represent back-of-the-book index structure. Then later on by 2000 XML Topic Maps (XTM) was developed by Topic Maps.Org [40]. After the formation of Topic Map in the early 2000 it is formalized as an ISO/IEC 13250:2000 [40]. After that Topic Maps were used to develop application on web for improving the findability and manageability of information. Topic Maps have a rich semantic model that is well designed to support information retrieval in general, but can also be used for an almost unlimited range of other applications [41].

The design goals for XTM are [40]:
1. XTM shall be straightforwardly usable over the Internet.

2. XTM shall support a wide variety of applications.

3. XTM shall be compatible with XML, XLink, and ISO 13250.

4. It shall be easy to write programs that process XTM documents.

5. The number of optional features in XTM is to be kept to the absolute minimum, ideally zero.

6. XTM documents should be human-legible and reasonably clear.

7. The XTM design should be prepared quickly.

8. The design of XTM shall be formal and concise.

9. XTM documents shall be easy to create.

10. Terseness in XTM markup is of minimal importance.
When we look at the design goals we can see that Topic Map is much easier to create, manage and apply straight into our web applications.

XML usually servers organization in two ways, one is to structure the document and other is to communicate with other document [42]. The main draw back is that both methods do not help in finding the information what the organization is looking for. The advantage with the XML is that the documents can be controlled and structured in a perfect way. The main draw back comes when we need something that collects a concept in the information that should be tied all together, when we think about this we can say that Topic Map serves as the best way to create solution for these kinds of problems.

Topic Maps provides us with a new paradigm for knowledge navigation and synthesis [41]. Topic Maps can help us create an index of information which resides outside that information [42].

Let us consider a diagram as shown in figure 5 in which we represent the topic map as the cloud at the top, a little rectangle under the cloud to describes the information in the documents, little cylindrical cans to database and the lines which indicates the URIs links [42].So the key concepts can be represented as topic map in the database and documents and relate them independently. When we need to look for some document in say X, it says "The maintenance procedure for part X consists of the following steps..." [42] The topic map may say "Part X is of type Q and is contained in parts Y and Z and its maintenance procedure resides in document W" [42]. So we can clearly focus on particular concept what we are looking for and not on other documents.

The overall result is that the information structure is in the form of traditional hierarchical form [42]. When we look at the structure of Topic Map we can see that the hierarchies overlap each other like semantic cross-links. From the above discussed diagram we can easily say that the information searching can be made much easier than before and also other sort of work like designing will no longer expected to be more complex [42]. Now we can expand our search by using navigation to jump to have a good start. With this we can able to create virtual knowledge maps for the web to make more realistic [41]

Now a day Topic Maps is used to realize their information finding benefits on the web. It also provides the structure, page content and some of the occurrences as well. Topic Map works fine for most of the portals, catalogs, site indexes and many more [42]. Topic Map is also known as knowledge management tool because it represents knowledge about the things it describes.

Topic Maps are used in organization to organize the content management system; they also use merging to integrate information

From all the above discussion we are clear about its origin, goals, its structure, and advantages of Topic Maps. From now we will discuss about how to write topic map and how to represent them. In topic maps the main element is the topic which represents about the subject we are discussing about [42]. Say for example we are talking about a subject topic called XML, then it is recommended to find topic representing 'the XML representation' 'the W3C' and 'Tim Bray'.

We looked at how we represent Topic Map; the next thing to notice is to give relationship between the topics, which is usually said to be "association" [42]. Association is said make relation between topics. For the above example we can say XML representation and W3C can be a related to each other by publishing and authorship. That is 'the Tim Bray' said to be have relationship between both of them.

Let us have a look at how this association involved in the topic maps. Associations is said to have a feature called role which is defined by role type. That is each topic involved in the association is said to have a role play [42]. For the above example we can say that Tim Bray plays the role of author while XML recommendation plays the role of work. So we can say that Tim Bray wrote the XML Recommendation and 'the XML Recommendation was written by 'Tim Bray' which are the same statement in the topic with the association relation between them. Association need not be restricted to two topics [42]. Association is said to be a key to topic maps because with out this it is not possible to make relation between any of the topic.

Now let us have a look at occurrences which is the last and main feature of Topic Map. Occurrence is said to be relevant with the information resources. The example we are looking at seems to have 'Tim Bray' occurrences might be his home page, a portrait, CV or something like that. Occurrences are said have typed, so theses types can be distinguished between them from their resources [42]. So we can say that the topic which has information can have links.

So we have come to the last point in our discussion about topic that is about types, topic maps can also have types and reasonable types for the example "topics might be 'standard', 'standards body', and 'person' "[42]. Types in topic maps are topic by themselves which mean that if some one is creating topic map can choose their own topic types, association types, roles play and other sort of information to use when they need. From all the benefits we can say that topic maps are manageable, editable and adaptable to capture information it's looking at [42].

When we create topic maps for an exiting document or database we can see number of important concepts being used to represent them. Let us say we want to create a topic maps for W3C site [42]. When we look at W3C site it is already well structured but let us consider that we need the information to look in the XML base form so that we can find the search and the required specification. With this we can use Topic Map to represent the information and use XML for vocabulary, namespace, associations, and occurrence and so on [42].

When I was searching for information about Topic Maps I found lots tools being developed some of them are H-maps, Isidorus, Mappa, Perl TM, Quaxx TM, Ruby Topic Map, Sharp TM, TM++, TM4J, TM4Jscript, and many more [43].

Topic Maps make information "findable by giving every concept in the information its own identity and providing multiple redundant navigation paths through the information space" [42]. So we can say that the world is approaching towards Semantic Web making our Web more comfortable in almost what Timothy Berners-Lee expected.
3. Comparisons between RDF and Topic Maps
Topic Maps are used mainly for describing and structuring the space in terms of topics and association. RDF is a Web language for describing and structuring an information space in terms of resource and properties [25]. When we compare both RDF and Topic Maps each attempts to describe web objects in terms of resources. The other think to notice is the metadata which is standardized in both of the technologies. RDF belongs to W3C and Topic Maps belongs to ISO.

Topic Maps were developed to enable multiple content-based indexing of document [25]. In a Topic Maps the subject is represented by an occurrence of the resources, which can be addressable or not [25]. The main thing to notice is that Topics are linked with the help of associations and these associations have a particular role [42].

RDF has Subject, Predicate and Object that is said to be triples which in turn can be a resource. This is the complicated notion of RDF where the subject property itself is a subject, where as in Topic Maps this does not come to the picture [42]. So linking in RDF is some what difficult when compared to Topic Maps.

The primary difference between the two technologies is that each of them was developed by separate communities for slightly different task [25]. RDF has RDF Schema that enables to describe a set of properties and relationship between these properties and other resources [25]. In Topic Maps there is no such level of describing the properties. Overall each technology can share its strength to help the web evolve to The Web 3.0.
4. Experiments
The experiment was bit vague in the initial stage because I couldn't get the exact resource for the technology. Since I am new into this felt like it will be very tough for me to start, to be true I was clueless about whether I can finish this project. Then with hard work and positive thoughts I was able to complete my task. Initially I started splitting the experiment into four steps. They are
· Learning the process

· Domain

· Marking the tags and

· Query the result
Step1: Initially I started working on RDF technology so I begin my research finding books for RDF to learn. I found one of the useful books is Practical RDF [47] in this book I got some of the information about working practically with RDF. Then thought of researching on its origin I got W3C technology domain which was more helpful for me.

In W3C I was able to get the most information about RDF, mainly its history, structure, syntax, workings and many more. Then I have to talk about the most basic and useful site which gave me an in-depth idea about how to start writing tagsets for RDF, Which is w3schools [48]; I found this is one of the paths which gave me every idea about writing RDF tagset. The example and other exercises given in w3school helped me finding the working of RDF. Since I was familiar with syntax read from W3C every thing was fine.

Learning the process about Topic Maps was not tough when compared to RDF because the resource available about Topic Maps is large when compared to RDF. When searching about Topic Maps I end up with a book called XML Topic Maps Creating and Using Topic Maps for Web [46]. This is the one and only book which describes every thing about Topic Maps. Its syntax, structure, its eighteen component used in Topic Maps, how to visualize Topic Maps using particular application and many more. Some of the useful links I found is topic maps bond [49] which has the tutorial and other instructions. Then topicmap.com which has information about what is happening in the topic map world [50]. Other books which helps me more is mainly the Semantic technology books as listed in my reference. With all this I was able to learn how to write Topic Map tagsets.

Step 2: Working for a particular domain is bit easy and enjoyable; if it is our favorite domain then the thesis process will be more smooth and easy. The domain which I have chosen to work is Football; I love Football game, more than that loves particularly Manchester United Team. I love watching Manchester United {MU} playing and I am crazy watching day and night. I am a great fan of Christiano Ronaldo enjoying his play in all aspects of game, so got all the players information from their official site [51]. I took around fifty players information particularly the players' name, data of birth, place of birth, number of goals they scored, appearance in match, their position, when they joined the team and the team they belong. After collecting all the information's I stored them from numbers one to fifty and stored in a separate folder containing files of fifty player's information.

Step3: This is the crucial step in the thesis because I have to be very careful in marking the tags according to the structure and syntax given. First I started with RDF tags; initially I took ten players information and started marking tags. Let me show the structure of the RDF tags marked for ten players' information.

As we have discussed in the thesis that RDF documents are written in XML, the first line of the RDF document is the XML declaration [48]. The XML declaration is followed by the root element of RDF documents: 

The xmlns:rdf namespace, specifies that elements with the rdf prefix are from the namespace http://www.w3.org/1999/02/22-rdf-syntax-ns# [48].

The xmlns:Football namespace, specifies that elements with the cd prefix are from the namespace http://www.football.fake/football.

The 

The elements:        

Topic Maps tags are bit lengthy when compared to RDF but Topic Map tags can be easily understood by it structure. Let me show five players information marked in Topic Maps and their explanation.

Looking at the structure of Topic Maps is bit long but is simple to understand and easy to write. It starts with xml declaration and the first line to note is topic this is a resource that acts as a proxy for some subject in the topic maps [52]. A topic may have zero or no names but each of them is considered to have some kind of scope. The next line is the baseName which is the base form of topic maps which is always string When an application chooses to use a particular topic name to label a topic, the base name provides the string for the application to use unless a variant exists that is deemed to be more apposite in the processing context [52]. When mapping the documents all the baseNameString is said to vary according to the association between each of the topic. Association is said to be relation between one or more topics. In the above tags association are marked and linked to their topic with topicRef xlink:href. The instance is a class of association that expresses class-instance relationships between topics that play the roles of class and instance respectively [52]. A member is a set of topic that plays a particular role in association [52].

Step 4: This steps involves some server side scripting knowledge so I decided to learn PHP. The reason behind PHP is that it is open source easy to use and the main thing to notice is that I can use WAMP or XAMP as a complete package to run my application which is more comfortable when compared to other server side scripting language. Let us see the scripting with some query passed and retrieved.

The PHP code starts with a loop where it loops through eight .rdf documents and read then individually. I then passed the query to look for the Name Edwin Van der Sar in the eight documents. If it finds the name then it prints its name and rest of the nodes in the document found in Edwin Van der Sar.

The same simple xml is used to read the .xtm file but the main disadvantage comes here is that simple xml does not helps in linking the document. In Topic Maps topic uses association to link the relation between each other. But apart from that all the results is working fine when compared to RDF.
5. Conclusion:
At this time I was feeling very much happy that I could able to succeed in my research. First I would like to thank my supervisor who gave me a strong motivation in all time particularly when I felt that I cannot finish my thesis. From the day one till now I have been guided in a way to successes.
· Since I have to compare these two technologies I have got list of points to tell about RDF and Topic Maps starting from marking the tags till the end of query result.

· Tags are compact and easy when compared to Topic Maps

· Parsing with PHP was made easy both in RDF and Topic Maps

· Can able to use "simple_xml" to read files and produce the exact result but Topic Map was not able to read the association links

· Query test was successful in both RDF and Topic Maps

· Overall in my thesis I got RDF to be the best when compared to Topic Maps.
Tags are compact and easy in RDF: One of the main draw-back of Topic maps is it vast structure. If we want to change something on the Topic Maps we have to alter most of its nodes. The time taken to write tags for a single document is very long when compared to RDF.

Parsing made easy with RDF: After marking the tags these documents should be passed to a parser that should read all the nodes and displays the result according to the query given. Initially Topic Maps was bit vague in parsing the tags, but to be true both of them have the equal strength.

Simple_xml: This section simple_xml is the main draw back for Topic Maps because it does not help in linking the tags. The main feature of the Topic Maps is the linking between the topics and the association, but if the links is not working with simple_xml.

Query results: When querying the data both RDF and Topic Maps was very much successful except in Topic Maps where it failed to show its links but apart from that it is evaluating its results according to the query.

So I feel that in t