The synopsis provides the introduction

SYNOPSIS
   The synopsis provides the introduction to face detection and recognition, survey of literatures for face and object recognition, objectives of the current research work, and a gist of methodologies proposed for face and object recognition. The later part of the synopsis presents the conclusions and future enhancements of the research work. Some important references are given in the Bibliography section.
1.1 Introduction
   The word "Cognition" means mental activity in acquisition, storage, and retrieval of knowledge. In other words, it is the process of psychological development of human brain. Cognitive science is a contemporary field of study that tries to answer questions about the nature of knowledge, its components, its developments and its use [15] [33]. Cognitive scientists have the opinion that human thinking involves in the manipulation of internal representation of the external world, known as cognitive models. Only in recent past, the scientists tried to develop intelligent machines by using cognitive methods/approaches. Two main components of cognition are perception and learning [35]. The use of advanced computational approaches improves the rate and accuracy of the object detection and recognition. The use of computers to simulate this perceptual process is known as Machine Intelligence. Machine intelligence is a branch of computer science study that tries to imitate human intelligence [37] [44].
   Visual Pattern recognition [32] is a modern machine intelligence problem with numerous applications in a variety of fields, including face recognition, character recognition, speech recognition as well as other types of recognition applications. Though, face or object recognition is a mundane task for human brain, it has proved to be extremely difficult to imitate artificially. It is commonly used in applications such as human-machine interfaces, automatic access control systems and criminal investigation system [26]. Face recognition involves comparing an image with a database of stored faces in order to identify the individual in that input image. The related task of face detection has direct relevance to face recognition because images must be analyzed and faces should be located, before they can be recognized. Detecting faces in an image can also help to focus the computational resources of face recognition system, optimizing the system speed and performance.
   Automatic human face detection is becoming a vital and challenging task in computer vision research. The significance of the problem can easily be illustrated by its vast applications as face detection is the first step towards intelligent vision-based human computer interaction. Face recognition, face tracking, pose estimation and expression recognition require robust face detection algorithms for successful implementation. Segmenting facial regions in images or video sequences can also lead to more efficient content-based representation [40], three-dimensional human face model fitting, image enhancement and audio-visual speech integration [10]. Although a major area of interest, many problems still need to be solved, as successful segmentation of human face depends on many parameters such as skin-tones under varying lighting conditions, complexity level of the background in the image to be segmented and application for which segmentation is required. Inherent differences due to the existence of different ethnic backgrounds, gender and age groups also complicate the face detection paradigm. With many new applications, the development of faster and more robust face detection algorithms have become a major area of research over the last few years. Techniques based on knowledge rules that capture the relationship between facial features, feature invariant approaches that tend to define structural features that exist even when the pose, viewpoint and lighting condition vary, and template matching methods that use several standard templates to describe a face, are all being thoroughly investigated. A comprehensive survey on the methods used to detect faces in images can be found in [18] [22]. A review of various literatures on face recognition in images can be found in [43]. The Head pose estimation is an effortless job for Human but it presents a Herculean task for the machine vision systems. The survey of the Head pose estimation in computer vision is given in the paper [14].
   Face detection involves separating image windows into two classes; one containing faces, and one containing the background. Although commonalities exist between faces, they can vary considerably in terms of age, skin color and facial expression which make recognition difficult. The problem is further complicated by differing lighting conditions, image qualities and geometries, as well as the possibility of partial occlusion and disguise. An ideal face detector would therefore be able to detect the presence of any face under any set of lighting conditions, upon any background. For basic pattern recognition systems, some of these effects can be avoided by assuming and ensuring a uniform background and fixed uniform lighting conditions. This assumption is acceptable for some applications such as the automated separation of nuts from screws on a production line, where lighting conditions can be controlled, and the image background will be uniform. However for many applications this is unsuitable and systems must be designed to accurately classify image subjects to a variety of unpredictable conditions.
   Face detection is still most commonly applied as a pre-processing stage in face recognition systems. It has many potential applications in a wide range of fields like security based applications, Criminal investigation system etc. Until recently, much of the work in the field of computer vision has focused on face recognition, with very little research into face detection. Human face detection is often the first-step in the recognition process as detecting the location of a face in an image, prior to attempting recognition, which demands heavy computational resources. Several techniques have been proposed to solve the problem of face detection, including Feature-Based approaches proposed by Hjelmas and Low [22], and the more recent Image-Based approaches. Both categories of approaches offer systems worthy of recognition with promising results. Feature-Based Approaches are often applied to real-time systems, reliant on apriori knowledge of the face which is used explicitly to detect features. Robust Image-based approaches are computationally very expensive for real-time systems, although systems using a blend of both approaches are being developed with encouraging results. The image-based systems are being increasingly investigated as they are more effective mostly focusing on overcoming the limitations of computation time. The important trade-off between high detection rate and number of false positives can be modified by adjusting the various parameters, and thus the system can be tailored to suit a wide range of applications. In conclusion, the system developed by Rowley [39] is a good example of a neural network based system, indicative of some of the more complex detectors in the field. It mirrors the strengths of the technology providing impressive classification results from a relatively small image training set, and also reflects the major limitations, mainly computational expense and reliance on the training data.
   The present work aims at studying various techniques of image processing, artificial intelligence, and pattern recognition. An attempt has been made to develop Soft Computing based cognitive approach to trace the face from the background image and to recognise it. Studies have also been made to recognise the 3D object from the environment through machine learning.
1.2 Review of literatures
   Over a period of time there were various techniques developed for face and object recognition. In the face or object recognition literature, the task can roughly be divided into three cases viz. Appearance based approaches, Structural based approaches and Image parsing based approaches.
   Appearance based approaches: They recognize patterns using appearance based properties of individual object or object categories. The statistical method for 3D object detection is proposed that can reliably detect the human face under varying poses and also detection of the car under varying viewpoints by using object and non object histograms representing wide variety of visual attributes [21]. The object or face recognition problem is formulated as appearance based matching rather than shape or structural classification.
   Structure based approaches: These approaches were introduced in the last 20 years to account for pictorial Object representation and recognition. The Researchers in this sub field have presented a computationally efficient frame work for part based modelling and recognition of objects.
   Image parsing based approaches: These were introduced in the last 10 years for object segmentation, detection and recognition. These methods exploit the advantages of context free and sensitive languages for image analysis. Early Research of parsing was focused on natural language parsing rather than on image processing. In recent times, numerous novel approaches have been proposed for image parsing. The image parsing unit of lotus institute has proposed numerous novel techniques for image parsing and also developed online image annotation tool to create annotated images for parsing.
   Brunelli and Poggio [6] implemented two algorithms. One is based on the computation of a set of geometrical features, such as nose width and length, mouth position and chin shape and the other is based on the gray-level template matching. They reported that the face recognition based on geometrical features gives around 90% correct recognition where as template matching gives perfect recognition. But template matching is highly time consuming and prohibitively costly to handle large database of facial images. On the other hand, the feature based face recognition can handle large database of faces but gives a result which is better than that obtained by geometrical feature based approaches. Krishnamurthy and Ranganath [30] reported a feature based face recognition system by using the Eigen spaces and Wavelet approaches which give comparatively good result.
   K Karibasappa [27] proposed face recognition system using fuzzy correlation descriptors. The proposed face image matching technique accurately identifies the face in the presence of cluttered environment.
   Chaddha et al. [8] proposed a Neural Network based technique for recognition of human faces, using the outline profile of the end view of human face. This pattern yields a set of good discriminate features for identification. Here nose point, chin points, forehead point, bridge points, nose bottom points, throat points, upper lip point, mouth of centre lip point, chin curve point or lip bottom point, brow points are extracted and the system is trained by using a back propagation Neural Network The accuracy of the system is not good, as it was taking only the side face features.

Sinha P [42] proposed an adaptive neural network based approach in which the pair of images to be compared should be presented to the neural network as source and target images. The Neural network learns about the symmetry between the pair of images by analysing the examples of associated feature pairs belonging to the source and target images. From such pairs of associated features, the Neural Network searches out proper locations of target features from the set of ambiguous target features by fuzzy analysis during its learning. If any of target features searched by the neural network, lies outside the prescribed zone, the training of the neural network is unsuccessful. In case of successful training, the neural network gets adapted with appropriate symmetry relation between the pair of images. When the source image is input to the trained neural network, it gives a processed source image as output which is later superimposed in target image and identity is established.

Zhang and Fulcher [48] reported a face recognition system using Artificial Neural Network Group-based Adaptive Tolerance (GAT) Trees. It is a hierarchical classification which maps on to binary tree structures where each leaf node corresponds to a separate category of faces. Decisions are made in descending down the tree, through each intermediate node, as to whether the current input sample belongs to a specific subclass or not. Only N-levels are required in practice to discriminate between large (2N) categories.
    Baldi et al. [5] presented a comprehensive survey of neural network for pattern classification. Rae Robert and Ritter [36] proposed an artificial neural network method for human face recognition. They used three neural networks of local linear map types which enable a machine to identify the head orientation of a user by learning from examples. One network is used for colour segmentation, the second for localisation of the face and the third for the final recognition of the head orientation. This technique could not gain importance because it suffers from mapping problems.
    Goudail F et al. [17] presented a face recognition method based on the computation of Auto-correlation coefficients. Auto correlation coefficients are computationally inexpensive, inherently shift-invariant and robust against changes in facial expression. But it can be further extended by segmentation of module based on template matching. T. Kondo and H. Yan [29] reported a feature based face recognition using Cross correlation.

Wiskott et al. [45] proposed a technique where faces are represented by labelled graphs, based on Gabor Wavelet transform. Image graphs are extracted with an elastic bunch graph matching process and can be compared using a simple similarity function. It is a general method, used for recognising members of a known class of objects. Later, Adini Yael [1] improved the method using 2D Garber like function, which can recognise face with respect to the change in illumination condition. Yacoob Y and Larry S. Davis [47] enhanced this process and proposed a method to recognise human facial expression by long image sequence optical flow.
    Ahuja Narendra [2] proposed a transformation technique to extract image regions at all geometric and photometric scales. It is intended as a solution to the problem of multiscale, integrated edge and region detection or low level image segmentation.
    Lanitis and et al. [31] presented recognition of human faces using shape and grey level information. They represented the face by using a small number of parameters, which can be used to code the overall appearance of faces for classification. The approach controls both inter-class and intra-class variations. This method reported a good result with reference to variation of viewpoint, illumination and facial expression.
   The Literature survey of the object recognition system is presented below which is the second objective of the research work.
   An object is a physical unit represented in computer vision applications by region in an image. In our daily life human beings recognize number of regular and new objects with little effort despite the fact that the objects may vary in size, color, texture etc. The object recognition, in general, provides the description of the objects and pattern classification. In this Research work, an attempt is made to design an object recognition system that recognizes the objects by Robot ER-400 in the given cluttered environment. Peter M Roth and Martin Winter [34] presented brief survey of object recognition in the paper. Grimson W Eric [19] proposed some primary concerns in designing the object recognition system.
· What kind of objects can be recognized and in what kind of images

· Whether new proposed paradigm can tackle noise and occlusions in the scene.

· Is the proposed system efficient on time and memory space constraints
Any proposed system must be able to address the above specified concerns.
   Hierarchical SVMs are used to recognize the objects in different orientations on cluttered background [25]. Serge B, Malik J and Jan P [41] proposed a robust shape matching algorithm for object recognition. The notion of shape identification by human observer is employed here for object recognition with varied appearance and disguise. George Bebis et al. [16] investigated the Genetic algorithm based recognizing 3D objects in the scene by assessing their appearance through the combination of views which is usually employed by human observer. E Delponte [13] used sparse image representation with local key points to enhance the performance of view based object recognition. Harikirat S S and K Khorasani [20] developed neural network system based on Independent component analysis (ICA) that makes use of redundant information in visual data to enhance the performance of view based object recognition. A comparative analysis on multi feed forward network and two cases of self-organizing architecture have been performed for object representation in terms of cost complexity and potential application in the context of virtualized reality [4]. Xiang Zhang and Jie Yang [46] provided critical reasons for misdetection of moving object due to color similarity [46].
   The color correlogram is used to handle the problem of image sub region querying, object localization and tracking. This method confirms that the correlogram is much more effective than the image histogram method [23]. Kim H and Nam k [28] proposed two step object classification by using Back propagation neural network. First step is the feature extraction used to detect edge or boundary of the object and make feature vector of the object which have one degree of freedom (DOF). The next step is to classify the object by using extracted features.
   Roger M Dufour et al. [38] proposed a Newton algorithm which is able to accurately estimate the size, rotation and locations of an object across wide range of signal to noise ratio and clutter. Ivan Laptev [24] proposed integral histogram descriptor to minimize the training error and AdaBoost learning for object classification. The shape similarity metric based on aspect graph is used to recognize an object from stored prototypical views of 3-D object [9]. Alex Ude et al. [3] proposed the humanoid robot which makes used of foveated active vision to recognize an object by using Gabor kernel for biological motivated object representation and support vector machine for classification. Dissanayake MWMG et al. [12] addressed the possibility of an autonomous vehicle to start at unknown location and environment and build simultaneously the map of this environment while using this map to compute the location of the object. Davison A J and David W Murray [11] elucidated the application of active vision to real-time, sequential map building within a simultaneous localization and map (SLAM) frame work for mobile robot. A massively parallel architecture for learning of recognition categories by using self-organizing and self-stabilizing process is proposed by Carpenter G A and Stephen G [7].
1.3 Objective of the Research work
The main goal of this research work is to introduce the field of face detection, implement a face detection and recognition system, and object tracking. An overview of the various approaches to the problem was compiled, and an analysis was performed on different approaches. From the limitations identified by the different researchers in the field of face and object recognition system, an investigation is carried out on different approaches for face detection and recognition system.

The goal of the proposed work is to improve the detection rate, minimize the number of false positives, and improve the speed of the detection process. A good place to begin would be to aim at minimizing the number of false positives. Improving the set of non-face examples would be extremely beneficial, as this is a major weakness in the existing systems. The compilation of a representative and adequate set of non-face examples is extremely difficult due to the presence of immense variation throughout non-face objects and scenery.

After going through a large number of literatures in these areas, it is observed that researchers have attempted face detection using various methods/approaches. But there are still open problems in these areas which can be tackled by using soft computing methods/ approaches. The primary objectives of the present research work are:
· Design of new formalism/methods to model the face detection process by using cognitive methods/ approaches.

· Automated human face recognition by employing various Soft Computing and Artificial Intelligence tools.

· Object tracking using soft computing methods.
1.4 Methodology of the Research work
The objectives of the present work are being realised through various cognitive modelling techniques. Formally speaking human face recognition is the process of recognition of portrait of the human face. The human face recognition is envisaged by adopting the following steps.
· Finding the location of the face from the background image.

· Recognition of the face by cognitive methods/ approach.
   The different approaches of the proposed research work are realized on the public face databases available for Academic research purpose viz. ORL, AT& T, Georgia Tech, Yale, Essex and other popular face databases. Table 1 shows the face databases used for the proposed Research work.

In the first part of the research work, six different algorithms/methods are proposed for face detection and recognition. In second part of the research work, the Object tracking by using Active vision of ER-400 AGV Robot was implemented in the laboratory environment.

The integrated approach proposed in this work uses modified Fisher Discriminant analysis (FDA) and support vector machine (SVM) for face detection, Revised Agglomerative Variable Independent Group Analysis (RAVIGA) is used for clustering and One-vs-all SVM is used for face recognition. The limitation of the SVM based face recognition system is to train the large number of SVMs for n-class problem. The limitation of the Bayesian-SVM face recognition is that it uses only one SVM to find optimal hyper plane between large face data space. To balance the trade-off of the both methods, revised AVIGA (Agglomerative Variable Independent Group Analysis) algorithm is proposed to cluster the face classes based on mutual information and Bayesian-SVM similarity measure.
   Further, Novel approach for component based face detection is presented that improves accuracy in adversaries like pose variation, illumination and rotation. The method uses Linear Support Vector Machine (SVM) for component detection and Graph match technique is used to verify the topology of the face.
   Support Vector Machine (SVM) method using Radon-DCT is proposed for face recognition. Segmental 2-D Hidden Markov Model (HMM) method using Radon-Fourier transform is proposed for face recognition. Proximal Support Vector Machine method is presented to perform the face recognition. Experimental result reveals that the proposed system outperforms some of the existing approaches in the Literature.
   In general the parsing techniques were used to parse the natural language statements to enable the User-Machine interaction. The spirit of the natural language parsing is extended in this work to the face recognition system. The proposed parser detects and also identifies the face in the presence of cluttered environment. The proposed method uses different techniques for implementation of the tasks:
· Belief propagation method to locate facial components

· AND/OR graph based recursive bottom-up/Top-down strategy to find the topology of the face

· Graph matching technique to recognize the face.
   All the proposed methods are experimentally validated for their applicability on different domains by the use of standard databases. Superiority of the proposed system over some of the existing approaches in terms of accuracy and recognition rate is established through the experimental comparative study.
   The issues related to object recognition are addressed and new approach is introduced for object tracking based on composite parallel local histogram method using color images. As the ER-400 robot navigates in the surrounding, it memorizes the environment by storing the surrounding images. The proposed method can compare the incoming images with the stored image database within stipulated time. The proposed method was realized on the mobile robot ER-400 AGV of Intelitek Inc, using client server architecture.
   Matlab 7.1 package was used to implement the proposed concepts of the face detection and recognition in this research work. Java programming language was used to actuate the object detection or recognition in real time environment.
1.5 Conclusions
   Exhaustive literature survey was carried out on face detection, face recognition and object tracking. As many as six algorithms are proposed for face detection and recognition in this thesis which improves the detection rate, accuracy and efficiency of the existing systems. Mat lab 7.1 is used to implement the proposed paradigms of face detection and recognition. The modified algorithms are implemented and compared with the existing systems in the literature.

The parallel local histogram method was used by ER-400 AGV Robot to recognize red box in the environment surrounded by different objects. The advocacy of the method is that it can improve its database of objects by online learning. Java programming language is used to implement the object tracking in lab environment.
1.6 Future direction of the research work
   The following are the probable areas of the continuation of the research work
· Video based face recognition system

· Multi view face authentication system

· Estimation of the head pose orientation

· To host comprehensive Indian face database

· System that compensates for ageing process

· System that works in low quality image acquisition system
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