The future of 3D web applications
The NVIDIA® RealityServer® platform is a powerful combination of NVIDIA® Tesla™ GPUs and 3D web services software that delivers interactive, photorealistic applications over the web, enabling product designers, architects and consumers to easily visualize 3D scenes with remarkable realism.

Featuring iray® photorealistic rendering technology, RealityServer is the first web services platform that enables anyone to interact remotely with complex, 3D models and environments, from any perspective and under customizable lighting conditions.

The RealityServer platform runs in GPU-based cloud computing environment, accessible using web-connected PCs, netbooks, and smart phones, enabling 3D web applications to dynamically scale based on utilization requirements.

"RealityServer could revolutionize marketing and sales via the web by enabling the world to interact with virtual products in a more realistic and unconstrained way. Our interactive 3D planner, which uses RealityServer, is what attracts customers to mydeco, and the immersive, real-life experience that RealityServer delivers is what will keep them engaged." -David Kelly

CEO of mydeco.com, a U.K.-based designer furnishing site.

Interactive collaborative environments

RealityServer enables immersive 3D web environment for users such as:

* Online shoppers to interactively design home interiors and customize apparel choices

* Product engineering teams to share and visualize complex 3D designs

* Architects and clients to review sophisticated architectural models

Learn more
Realistic Rendering
iray® is the world's first interactive and physically correct, photorealistic rendering solution. With iray, users can quickly create life-like images of their creations by using intuitive, real world approaches and interactively exploring their results through the processing power of the massively parallel CUDA™ architecture of NVIDIA GPUs to create images that show how lighting, texture and reflections change in real-time.

Learn more
Full-Featured Platform
Designed from the combination of hardware and software engineering expertise from NVIDIA and mental images, the RealityServer platform can easily be deployed in workgroups, departmental and enterprise environments. The platform includes:

* NVIDIA® Tesla™ RS GPU-based servers

* RealityServer® 3.0 software

* iray® photorealistic rendering technology
Web Applications
NVIDIA RealityServer provides a platform to collaborate and iterate on virtual 3D designs - from any web-enabled device using a wide range of consumer and enterprise applications. Creating, physically correct, photorealistic images in seconds instead of minutes or hours, RealityServer accelerates review cycles and potentially shaves weeks or months off the design cycle.

Here are some examples of web environments positioned to deploy RealityServer:
3D City Modeling
RealityServer's scalable architecture makes it ideal for hosting even the most complex city models. Applications that use RealityServer as a platform stream the rendered frames to the output device - regardless of model size and server-client transfer rate. The interactivity of the application is thus only limited by the network latency.
Architectural Design
RealityServer is the ideal platform for centrally storing and visualizing architectural data throughout the entire design life cycle. Its scalable architecture allows even huge models to be displayed and shared with the highest degree of detail.
Product Styling and Design
RealityServer's flexible rendering architecture supports product-driven application environments that can be operated from any location, even on client's site, without downloading the actual 3D model. While keeping 3D assets secure on a remote server, RealityServer provides unmatched levels of realism using iray rendering technology, to interactively show how lighting, texture and reflections change - enabling digital prototypes to easily substitute real-life product prototyping. Designers and decision makers can visualize down to the finest details with interactive, photorealistic quality. Plus, these lifelike prototypes can easily be turned into high-quality print-ready images.
Merchandizing
RealityServer assists with centralized planning of store layouts and merchandizing projects. Web-enabled and independent of the viewing device, applications can serve a wide variety of tasks, such as modeling customer flows, marketing shelf space or communicating point-of-purchase designs.
Marketing Collaboration Tools
Whether configuring a car, a kitchen, or an entire family home - RealityServer is the platform of choice for a whole new generation of online marketing tools. RealityServer allows the creation of multiple product impressions, from real-time, customized 3D product selection to repurposed 3D images inside individualized brochures.
Space Planning
Instead of relying on images rendered with traditional technologies, which could take several hours, with RealityServer, architects and interior designers can present their models to a client while discussing over a conference call. A client can shift to different viewpoints or even interactively walk through the space. Using iray technology, it is easy to iterate using different times of day and furnishing options to quickly go from idea to proposal.
RealityServer Software
RealityServer® software is a revolutionary web services platform enabling a new category of web applications to interact with highly complex 3D models, in life-like quality, on any web enabled device. Unlike solutions needing to send models to every user's machine, RealityServer maintains and processes its data remotely, allowing it to flexibly scale to meet application needs while enabling impactful collaborative opportunities. With RealityServer, critical design decisions can now be made anywhere.

RealityServer applications leverage industry standard technologies for custom user interfaces hosting dynamic image streams coming from the server. Virtually any interactive technology that connects to HTTP can control RealityServer - from HTML, Flash and AJAX in browsers, to Adobe AIR or PDF in documents, to apps for the Apple iPhone. Flexibility continues to the server, where custom capabilities can be added for new possibilities, and integration with standard server technologies enable enterprise operations.

In practice, RealityServer provides professionals unprecedented freedom for interacting with complex 3D data, while bringing interactive realism to any user for the first time. Already deployed privately within numerous Fortune 100 companies, RealityServer's new web services tier now makes it easy for the web development community to bring robust 3D to their solutions, while making their results intuitive and engaging with the photorealistic results of iray® rendering technology. With RealityServer, energy resources can be explored, custom vehicles configured, design reviews conducted, and home improvements planned - all from the likes of any web-enabled device.
Technical Specifications
Development Environment: JavaScript or ActionScript IDE required; C++ IDE and compiler optional for custom server extensions.

Development Platform: Red Hat® Enterprise Linux® (32bit and 64bit); Windows® XP Professional (32-bit); Windows Vista™ (64-bit)

SDK Documentation: Internet Explorer 7+, Firefox 2.2+, Safari 3+
Application Programming Interfaces and Integration Protocols:
* Web Services: SOAP, JSON-RPC and REST

* Client Protocol: JavaScript (or ActionScript within Adobe Flash)

* Server Extensions: C++ Plugin API
Client Systems and Technologies:
* Client Application: any framework supporting HTTP

* Typical Technologies: HTML, DHTML, AJAX; Adobe Flash®, Flex®, Air™; Microsoft® Silverlight™
Web Servers and Networks:
* Web Server: An HTTP server is integral to RealityServer that supports optional proxy and commercial server connections.

* Cluster Protocols: TCP UDP multi-cast, TCP Unicast, TCP Unicast with multi-cast discovery
Server Requirements:
* Operating System: 32-bit or 64-bit Linux® or Microsoft® Windows®

* Internet: wide bandwidth; width varies according to concurrent user load

* Networking: Gigabit Ethernet or InfiniBand® recommended for maximum scalability

* Processors: varies according to the rendering mode employed by the application:

* Hardware Rendering with iray® (physically correct) or OpenGL (maximum interactivity)

o CPU: x86; single CPU for host and nodes

o GPU*: multiple GPUs; CUDA 2.3 required for iray; Tesla RS systems for maximum iray performance or maximum users with OpenGL

o Memory: equal to single GPU memory (4GB for Tesla RS)

* Software Rendering (maximum creative options, with limited interactivity)

o CPU*: x86; multiple, multi-core CPUs on host and nodes, 64-bit for large scenes

o GPU: minimal

o Memory: 2GB minimum; actual varies according to scene complexity

*server processors should be maximized per node for optimal performance; typically 2-4 GPUs per 1U for GPU rendering; 2 CPUs per 1U for software rendering.
RealityServer Rendering Options:

* GPU Hardware Rendering:
o iray®, for physically correct, global illumination

o OpenGL, supporting GLSL, CgFX and MetaSL shaders

o OpenGL enhancements using the NVIDIA® CUDA® architecture
* Software Rendering
o Film quality ray tracing (similar to mental ray®) supporting MetaSL shaders

o Sketch Rendering for illustrative results
Supported Data Types:
* Image streaming: JPEG, PNG, CT

* 3D assets: Native .mi from AutoCAD®, SolidWorks®, Autodesk 3ds Max, Autodesk Maya; Translations from: COLLADA .dae; Autodesk .dwf, Wavefront .obj

* Bitmap assets: JPEG, PNG, DDS, HDR, OpenEXR, CT
Data Conversion (via RealityDesigner™ plug-in exporters):
* Autodesk® 3ds Max®; versions 8,9, 2008

* Autodesk® Maya®; versions 8.5, 2008

* Autodesk® Softimage®; versions 5.0, 5.11, 6.0

Content Creation Systems: Quadro FX 3800 or better recommended for OpenGL rendering; Quadro Plex D2 systems recommended for iray rendering; multiple quad-core CPUs recommended for software rendering.

Developer System: 32-bit Linux or Windows with 2GB of memory minimum

Recommended Developer Knowledge: Working knowledge of the chosen client and server technologies being employed by the RealityServer application being designed is assumed. Familiarity with the .mi scene syntax and 3D computer graphics paradigms is useful.
Key Features

Client Independence
RealityServer stores, manages and processes all 3D content entirely on the server, liberating client hardware from needing any additional storage, memory, or processing power for working with any size data.
Mobility
Handheld devices can be as interactive with massive datasets as workstations, given similar bandwidth and round trip times. Wi-Fi or 3G connections are recommended as bandwidth does impact performance.
Scalable Applications
Processing resources scale economically with additional hardware to meet the data size, performance, image quality and concurrent use needs of applications.
Optimal performance
RealityServer dynamically distributes the workload across both processers and computers for optimal performance and reliable operation.
Collaboration
RealityServer minimizes server impact by sharing a common 3D environment amongst multiple users, enabling powerful collaborative opportunities such as instructional presentations, design sessions, review and approval, and virtual worlds.
Content Re-Use
RealityServer easily scales to handle 3D data at full fidelity, often directly from the Computer Aided Design and Digital Content Creation tools used to create it, avoiding the time-consuming processes of model optimization and material preparation for its use on devices such as smartphones, netbooks and low-end computers. With support from industry standard tools, custom content can be examined remotely within hours of installing RealityServer.
Data Security
Server-side storage of 3D content inherently protects 3D intellectual property, with clients receiving only images of the 3D content they are interacting with.
Visual Quality Flexibility
Numerous rendering modes are provided allowing developers to adopt the appropriate visual style and interactive performance for their customers - from the fast basics of OpenGL, to the interactive photorealism of iray.
Web Services
RealityServer provides a standards-based, service-oriented tier for building solutions that are independent of programming languages or application development environments. Leveraging standard protocols such as SOAP, REST, JSON, Web developers can quickly build RealityServer applications and integrate them into their enterprise solutions.
Server Compatibility
An internal server is provided that is quite useful for rapid development and internal deployments, while cooperating well with proxy and commercial servers for enterprise solutions.
Server Extensibility
Developers can enhance and extend RealityServer at nearly any level, allowing custom operations to be added via C++ for new capabilities such as creation, modeling, animation, and enterprise connections. Client development is equally flexible, with JavaScript (or ActionScript) having extensive freedom in manipulating the remote 3D world through RealityServer's extensive API.
NVIDIA Tesla RS Solutions

GPU Powered Cloud Computing
The NVIDIA® RealityServer® platform is a powerful combination of NVIDIA® Tesla™ GPUs and software that delivers interactive, photorealistic 3D applications over the Web, enabling product designers, architects and consumers to easily visualize 3D scenes with remarkable realism.
NVIDIA REALITYSERVER DEPLOYMENT SOLUTIONS
	Design Team Collaboration

* 8+ Tesla GPUs

* 10+ concurrent users
	Large Product Teams

* 32+ Tesla GPUs

* 100+ concurrent users
	Consumer Service Platform

* 100+ Tesla GPUs

* 1000+ concurrent users


The Tesla RS system is configurable from a small 8 Tesla GPU system designed for small workgroup collaboration environments to large 100 Tesla GPU systems that are ideal for serving many consumers over the internet. Enabling anyone to interact remotely with complex, photorealistic 3D models and environments, Tesla RS-based server clusters deliver more than 10 times faster performance than CPU-based clusters while consuming less power and needing less space. Featuring the revolutionary NVIDIA® CUDA™ parallel computing architecture and powered by 240 parallel processing cores in each Tesla processor, the NVIDIA RealityServer with iray rendering technology delivers streaming realism to web-connected devices. Users will be able to interact with photorealistic 3D scenes and customize lighting conditions, using web-connected PCs, netbooks, and smart phones.
	HIGHEST COMPUTE DENSITY

* Revolutionary CUDA architecture

* 10x the computer performance of a standard cluster

* Equivalent of 120 CPUs in only 2U of rack space
	LOW POWER AND LOW COST

* Efficient GPU co-processing architecture delivers truly cost effective photorealistic, interactive 3D
	READY FOR DEPLOYMENT

* Turnkey, ready to power up cluster with cluster software installed

* Available from resellers today


iray®

Interactive Photorealistic Rendering Technology
iray® is the world's first interactive and physically correct, photorealistic rendering solution. With iray, users can quickly create life-like images of their creations by using intuitive, real world approaches and interactively exploring their results through the processing power of NVIDIA® graphics processing units (GPUs). As a ready to integrate solution with ties to industry standards, iray enables software developers to rapidly add exceptionally fast and productive photorealism to their products. With iray, interactive realism is now a reality.

iray accelerates the creative process by accurately simulating the physical world, enabling designers, engineers and consumers to use materials, lighting and settings that truly resemble what they experience every day. iray makes this process interactive by progressively refining the image until the desired detail is achieved, becoming increasingly faster as more GPUs are employed, enabling the play of light, shadow and reflection to be studied.

As part of mental ray® 3.8 - the predominant ray trace renderer used on feature films and within the leading design and content creation tools of Autodesk, Dassault Systèmes and Parametric Technology - iray is poised to become an industry standard for visually simulating the physical world. Companies can join this upcoming convergence by adding iray directly to their products (directly or with mental ray) or by utilizing iray within their RealityServer® applications.
Future-proof your shader assets - write once, deploy multi-platform
mental mill® enables artists and other professionals to develop, test and maintain shaders and complex shader graphs for GPU and CPU rendering through an intuitive graphical user interface with real-time visual feedback without the need for programming skills.

Software companies can incorporate parts or all of mental mill in the form of software libraries into their own digital content creation and design products. Shaders are automatically generated in the MetaSL® language and can be modified easily.

mental mill supports CgFX, HLSL, and GLSL, and runs natively in mental ray and RealityServer. Back-end plug-ins for other targets such as special purpose processors and other software renderers can be developed by third parties using the mental mill Integrator Edition.
mental mill Standard Edition
The mental mill Standard Edition enables users to author MetaSL shaders, visually debug shader code, and build shader graphs and Phenomena all through a graphical user interface. The resulting shaders can be used in DCC and CAD applications through the supported, customizable back-end formats such as CgFX, HLSL and GLSL. With the included mental ray preview plug-in, users can preview their shaders with a photo-realistic raytracer. The Standard Edition offers a solution for users who want both the creative control of writing their own shaders and developing shaders from existing nodes, the ability to export shaders to other shading languages, and to share shaders with other Standard Edition users. The mental mill Standard Edition is a standalone application available from our website here.
mental mill Artist Edition
Users of Artist Edition can quickly assemble complex shader graphs or Phenomena from the provided library of shaders and modify the parameters. It is bundled with the Autodesk® 3ds Max® 2010 so that users can render natively in the 3ds Max viewport and in mental ray. The Artist Edition offers a solution for users who want to visually create complex shaders in 3ds Max without writing a single line of code.
mental mill Integrator Edition
The Integrator Edition offers a solution for users who wish to integrate mental mill with their own products including, game engines, DCC or CAD applications or renderers. The mental mill software development kit (SDK) is available directly from mental images. For more information about how to purchase a license to the library, please contact us directly here.
DiCE

Distributed Computing Environment
mental images's DiCE™ (Distributed Computing Environment) is a platform for writing parallelized high performance computing applications. It helps developers to write applications which scale to thousands of multi-core CPUs, possibly combined with thousands of GPUs. DiCE addresses both the scaling to the CPUs and GPUs of one machine as well as leveraging all the resources in a cluster of machines.

DiCE was specifically designed to help application developers who are no experts in multi-threaded programming or distributed systems, creating highly scalable and robust applications while allowing them to focus on their field of expertise.
Key Features
	High level API
	DiCE does not require the application writer to deal with low level communication aspects, but allows to store data and submit computing tasks which are then automatically executed in a cluster.

	Interactive applications
	DiCE allows to implement applications that perform massive amounts of calculations in tens of milliseconds.

	Distributed database
	DiCE has a built-in distributed database that transparently handles the data distribution to all nodes in a cluster, and providesfeatures such as fault tolerance.

	Automatic load balancing
	Built-in scheduling algorithms are available for automatically and optimally balancing the workload across all available computing resources in a cluster.

	Support for multi-user operation
	DiCE supports multiple simultaneous operations, so that to mixed long- and short-running operations can occur on the same cluster. DiCE also allows concurrent tasks to share all or parts of the data needed for their computations, thereby drastically reducing the memory consumption of the system.

	Distributed system
	DiCE architecture is by far superior to simple client/server systems. DiCE is a truly distributed system, thathandles machine failures without service interruption.


http://www.extremetech.com/article2/0,2845,2355681,00.asp
INTRODUCTION:
RealityServer is Nvidia's attempt to bring 3D to any computing platform that supports a browser or standard Web services calls, including netbooks and smartphones.
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By moving the CPU-crushing rendering requirements of creating high-resolution images and animations off of the client and onto a back-end computer, Nvidia hopes to bring complex graphics applications like fluid dynamics, architectural design, real-time product styling and design, 3D video games, to computing platforms that don't have the processing power to run them locally. RealityServer could mean the transformation of the Web and its applications into a 3D world complete with photorealistic ray-traced images and high-resolution animations that can be scrolled, rotated, and painted in real time.

To find out more about Nvidia's plans to 3D-enable the Web, I interviewed key people from Nvidia and Mental Images, the company Nvidia recently acquired to provide the rendering software behind RealityServer. But first, we'll take a look at the hardware and software technology underlying RealityServer and the tools Nvidia will provide to application developers. RealityServer will be available starting November 30, 2009.
The Technology

Tesla—The Engine behind RealityServer
The RealityServer Web services software runs on the Nvidia's Tesla, a high-power GPU that contains 240 cores, which are programmed using the CUDA software toolkit. The GPU is available in workstation and rack-mount formats, and a company can buy preconfigured servers that contain a minimum of eight Tesla GPUs. As processing requirements increase, additional GPUs can be added as needed. (RealityServer can also run on Nvidia's older Quadro platform.)
Ray Tracing—The Key To Photorealism
Ray tracing is a powerful way to create photorealistic images. It is a computationally expensive technique that involves tracing the path of light from each light source in a synthetic image, and calculating its effect on each pixel as the light's trajectory is plotted as it bounces off various objects in the image. In 2007, Nvidia acquired German software company Mental Images, whose rendering software can be found in high-end graphics programs like AutoDesk's AutoCAD and Maya, and has also been used to help create movies like Star Wars: Episode II—Attack of the Clones, all 3 films in the Matrix trilogy, and many others.

One of the primary technologies behind RealityServer is Mental Images' iray technology, a ray-tracing package. By moving ray tracing and many other high power graphics algorithms off the client and into the cloud, lightweight-computing platforms like netbooks and smartphones can display photorealistic images in real time.
Server Farms and the Cloud
Nvidia representatives told me that the company does not have plans to provide its own Tesla server farm for application houses to buy time for graphics applications, like Amazon's Elastic Compute Cloud does for general-purpose applications. They did tell me that they already have partner providers that intend to offer such a service, which will allow smaller companies that can't afford a Tesla box to develop RealityServer-based applications.
The RealityServer Emulator
To encourage development for RealityServer, Nvidia provides an emulator that lets a software developer run a RealityServer emulator on a local PC, as long as that PC contains a CUDA-compliant video card. This allows the developer to create software for RealityServer without needing access to a Tesla box, and move it into the cloud via a chosen provider when the application is complete.
Client Side Development Tools—Web Services
Primary application development for RealityServer is done using an interface based on common Web standards like SOAP, JSON-RPC, and REST, or can also be done using client-side languages such as JavaScript or Adobe's ActionScript via the Flash platform. If a client-side tool is based on these protocols, it should be able to access RealityServer. Data is returned either as a single JPEG image or a package of images. The latter format is useful for reducing the number of requests made across the Web, especially when the user is being shown an image that can be can be manipulated in real time from multiple viewpoints, thus reducing Web traffic and the potential latencies involved.
The Interview
I spoke with Sumit Gupta, senior product manager for Nvidia's Tesla business division, and Randy Ochs, product manger for Mental Images. Using shared meeting software to pump images from RealityServer to my screen, I saw in real time how a virtual room that existed only in silicon reacted to different combinations of lighting and materials. (See the video below for a demonstration.) The blinds were closed part way, then all the way. A different view of the room was chosen while the time of day was changed with a few mouse clicks, and then another click added a virtual table complete with chairs. After each change, the view changed in seconds to reflect the new choices and the resulting image looked so realistic, that when they showed me the first image at the start of the interview I told them I thought it was a photograph. Without the help of the remote server running RealityServer, each image would have taken my computer hours if not days to render.
ExtremeTech: How far away are we from seeing photorealistic ray-traced images in video games?
Sumit Gupta: You can do ray tracing today in games using our GPUs. What is far away is how realistic it looks. To give you an idea, this image that you see in front of you [as part of the WebEx session] is fully rendered. You called it a photograph at the start of this conversation. It is not a photograph. It is completely artificial, being rendered by Mental Image's iray software. It's being run on a cluster of GPUs in our data center running on the RealityServer platform. There are multiple software pieces running here, but essentially it is real-time ray tracing. Photorealistic images in video games are still several years away. You can do ray tracing in real time today, but it won't look pretty.
ET: Would you say more than five or ten years?
SG: I think that's too long of a horizon. But when considering that question, bear in mind that Mental Images will find a way to make the current quality of rendered images even more photorealistic than they are now. So while it should take less than five years to reach the processing capability necessary to render images in real time that are considered photorealistic by today's standards, that bar will continue to rise in the future so you have to pin any predictions you make to what is considered photorealistic today.
ET: Can you tell more about iray and what else is involved in creating photorealistic images?
SG: There are just all these complexities in the way they are modeling the light coming in. Take global illumination. The idea is pretty simple: They put a light source outside the windows and they see how that light source comes into the room. In reality, that light source starts reflecting off the floor, walls, tables, and chairs, and that creates illumination all around the room. That's what iray is doing. It is doing global illumination simulation via ray tracing. However, ray tracing is just one tool, one element in the process. There are a thousand other things like global illumination that are necessary to create photorealistic images and Mental Images has been doing them for over 18 years.

Randy Ochs: [Referring to the photorealistic image in the WebEx session] Our flagship product MentalRay, which is used by the film and entertainment industries and is embedded in all the major CAD applications, is responsible for creating photorealistic images like this one. To get this type of quality of finished image on a typical system today would take hours to render. With iray running on Nvidia's CUDA GPU architecture, we've been able to get that down to seconds and minutes.

There's no direct lighting in this office. It is all indirect (virtual) lighting coming in from outside. You're seeing the reflection, the soft shadows, and the different textures of the surfaces all reflecting that light coming into the office from the outside in real time. We are shooting millions of rays at those textures and materials to create a photorealistic result of what you would see with the human eye if you were standing right there in that office at that time.
RealityServer on Smartphones
ET: Can you give me an example of a smartphone application that RealityServer enables?

SG: We have an iPhone demo where you can actually configure a car and it is being rendered on the compute farm in the background. You don't need a big beefy computer anymore—you just need an Internet connection, a browser, and a mobile device, because the entire rendering is occurring in the data center.

Fundamentally, this is the notion of the 3D Internet in the cloud. Let's fast forward five years, or even two years. An example of the vision I have is this potential third-party Facebook application where users can do silly stuff like create an application and dress their friends up in funny clothes and make them walk around. The net result is a 3D video of your friend wearing silly clothing. That's the kind of thing photorealism that cloud-based rendering enables. The third-party applications are running there and streaming data to your iPhone or other client while you check out Facebook. All you need on the client side is a simple mobile device that is Internet ready.

ET: In the case of the iPhone, do you need the processing power of the iPhone 3GS, or would a 3G be sufficient?

RO: The iPhone 3G works just fine. We have RealityServer demonstrations running on both.

ET: Does every client-side transaction generate a server request, putting you at the mercy of a potentially choppy connection, or can server requests be batched?

RO: A client-side application can be interactive so that every movement, change of color or material, etc., sends a command back over the Web to RealityServer, which streams the result back as a progressive JPEG. Using the iPhone example, if you're not on a good 3G network, it is still very usable but it does slow down. The other option is to cache the results of multiple requests on the phone. Say they're running a car configuration application and they change the color, the wheels, and the seat material. The application can then send all those commands to the server, which will render a series of images in response to those commands and send them as a package to the client. The client will cache them locally and now the user can interact in real time with the image independent of the server. They can rotate smoothly, zoom in and out, etc. I should point out, however, that the time between making the batch request and receiving the images is not even minutes but only seconds.

ET: Based on potential network connection problems, especially for smartphones on difficult networks, is access to 3D photorealism currently outside the scope of applications like multiplayer games?

SG: No. In fact, it's one of the areas we are very excited about. You could do it, but to get real-time performance you would have to compromise on quality. The level of photorealism would not match the quality of the virtual office photo you've seen, but it would be a 100 times better than SimCity
RealityServer Applications
ET: On your Web site you list a fashion design application by Optitex as a sample RealityServer application. What can RealityServer do for consumer applications?

SG: There are all these other consumer applications that this technology enables. Every time my wife goes to shop at Macy's Web site, there's a flat 2D image of the dress there. With RealityServer we can now create a 3D model not only of the cloth, but you could actually upload your physical dimensions and have a model wear those clothes and walk around and you'll be able to see how the cloth drapes and folds. The reduction in the number of returned items that would result from such an application alone would result in big savings for the retail outlets. RealityServer will transform gaming and scientific visualization applications, but I believe it will transform consumer applications including retail applications and social networking applications, too.

ET: What other applications do you see specifically running on devices like Android handsets or the iPhone?

RO: Mental Images in North America builds some of the proof-of-concept demonstrations for RealityServer that run on the smartphones. Product configurators, maintenance and training, virtual prototyping, consumer styling, and others are all technically possible today, and we have already built demonstrations that run on the iPhone that work. As I mentioned you can create a basic car configurator. For maintenance and training you can focus on a part in a Boeing 777 and view the 3D contents of that part while you rotate it around and zoom in and out on different aspects of it interactively. All of that is possible now on a mobile device today using RealityServer.

