Security in VoIP systems and applications

1. Introduction
VoIP applications usually employ the Session Initiation Protocol (SIP) for signaling and other protocols such as Transmission Control Protocol (TCP), Real-Time Transport Protocol (RTP), User Datagram Protocol (UDP) and Internet Protocol (IP) for Data Control and Transfer [1]. However, there are many security constraints that are associated with this that prevent organizations and business from using VoIP applications and technology. Hence, Security is an essential and integral part of Voice Communications.

During a VoIP call, there are four pieces of information that flows across the network [7]. First is the signal information that is used to set up the call. The second is the DTMF that is used to convey a password or account number etc. The third is the information that is spoken by the parties on both ends. The last one is the statistical information that will be collected by the service provider for accounting and billing purposes. All these information are confidential and must be kept away from attack by intruders for which we adopt various strategies discussed later.

Intruders on VoIP systems and applications is defined by Hung et al. [1] as "those who gain unauthorized access to PBX or voice mail systems and obtain free telephone calls by manipulating computer systems". VoIP is inherently vulnerable to many kinds of network attacks that include Denial of Service and Distributed Denial of Service attacks, malicious code that include worms, viruses and trojans as well as pharming and flash crowds [1]. These attacks can help the intruder take control of the system on which the attack was mounted. It is possible to consume resources from infected systems, disrupt usage of the system by legitimate users, steal or compromise confidential information, or just corrupt code and data. These can not only take advantage of infected systems but can also damage uninfected ones. Internet malicious code may also affect VoIP phones directly. For example, cell phones that use Bluetooth Technology were affected by the Cabir Virus [14].

It gets even harder to detect malicious logic when the malicious software is encrypted or if it is polymorphic [9,15]. A polymorphic virus is a virus that changes its virus signature (i.e., its binary pattern) every time it replicates. This means, the virus code changes each time it runs, but the function of the code in whole will not change at all . Intrusion Detection Systems often believe that a piece of malicious code that is propagating fast performs a large number of identical actions in a small period of time [10,11] which can thereby help identify the intrusion.

VoIP systems face another DDoS problem in the form of a Pharming attack [1]. We know a phishing attacks is when a person is contacted with an apparently legal request to provide confidential or general information via a fraudulent website. On the other hand, pharming attacks target a Domain Name Server and sabotage it such that communication between a client and a server is misdirected. This could be used to impersonate a representative of a corporation and have the customers believe they are dealing with a legitimate representative when they actually are not thereby compromising confidential data. By misdirecting heavy number of calls to a single domain, Pharming can also cause a DDoS attack.

Another kind of attack that is quite possible on a VoIP system is called flash crowds [1]. Flash crowds is nothing but a sudden massive number of non-malicious requests to the same server. A solution for this problem provided by Chen et al. [13], according to whom an application's sensitivity to flash crowds is directly proportional to bandwidth requirements i.e. if an application has high bandwidth requirements, then it is more sensitive as against low bandwidth ones which are less sensitive. Hence, for applications with high bandwidth requirements, it is required to observe the rate of response and also the rate of request arrivals and compare them with long-time averages. On comparison, if there is an increase in the arrival rate or decrease in the response, an alarm indicating flash crowds is sent to the request regulator that throttles the requests arrivals.

It is easy to think that voice components can simply be plugged into already secured networks and get a stable and secure voice network because digitized voice travels in packets. But according to Thomas J. Walsh et al. [2], many of the tools like firewalls, Network address translation (NAT) and encryption used to protect computer networks don't work "as is" in a VoIP network.

So far we have seen the common and basic kinds of attacks that are possible on VoIP systems. The rest of the paper discusses more about the protocols used in VoIP systems, and the security issues associated with them. We will also be discussing other general security threats on VoIP systems the possible ways of detecting/mitigating these attacks in brief detail. Also included is a section on DoS attacks on SIP systems [3], H.323 system security threats [7] and finally the conclusion.
2. Security Attacks and Threats
Security requirements of VoIP applications is defined by Samarati et al. [16] as: "An important requirement of any information management system is to protect data and resources against unauthorized disclosure (confidentiality) and unauthorized or improper modification (integrity), while at the same time ensuring their availability to legitimate users". Hence, the three fundamental security requirements that have to be addressed are confidentiality, integrity and availability.

Table 1 [1,5] summarizes a few attacks and corresponding threats to security requirements in VoIP applications. The following sub sections explain these attacks.
2.1. Rogue Sets [1]
The purpose of deceiving to gain access to someone else's resources is called a Rouge Set attack. A new bunch of VoIP applications can be added by the attacker to spoof the identity of a call participant. One solution when such an attack is identified would be to lock down the entire network. VoIP applications can be added only by network administrators with administrative password and whenever a new set is installed, a detailed log has to be sent to the administrator. Also, the VoIP application will be rejected if the password is entered incorrectly more than three times. Rogue sets, thus impose a confidentiality threat as they can be used by the intruder to gain unauthorized access to the IP network.
	Threats
	Confidentiality
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	Availability
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	Yes
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	Alteration of Voice Stream
	Yes
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	Redirection of Call
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	Yes

	Accounting Data Manipulation
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	Yes
	

	Called ID Impersonation
	
	Yes
	

	Unwanted Calls & Messages
	
	Yes
	Yes


Table 1. Some threats in VoIP Applications [1,5]

2.2. Toll Fraud [1]
When unauthorized calls are placed by an individual, it amounts to Toll Fraud [1]. For example, an employee in a corporation can use the telephony system to place unauthorized calls that could be long distant such as return calls from Voice Mail, trunk to trunk transfers and call forwarding to external numbers. Thus, it requires an authorization mechanism for rogue devices to gain access to network resources. All dialing rules set by the administrator have to be satisfied by all external calls. Toll Fraud, thus creates an availability problem as it allows unauthorized calls to be made and may cause financial loss [1].
2.3. DHCP Attacks [1]
When a malicious computer issues excessive requests to DHCP server causing the server to exhaust all its allocated IP addresses, it creates a Dynamic Host Configuration Protocol attack. There are many dynamically configurable points in an IP network that can be tapped by the intruder to spoof the DHCP server's responses. The DHCP server now cannot allocate an IP address to the next legitimate user that issues a request. It is also possible that the intruder can respond to DHCP requests with incorrect information thereby leading to even Denial of Service or Man in the Middle attacks. According to the authors, reverting to zero configurations for allocation of IP addresses and verification of DHCP response can be done to tackle this attack. To completely secure the network, static IP addresses can be assigned to each VoIP application. Since DHCP attacks disrupt the normal operation of the VoIP application, it creates security threats to availability.
2.4. Denial of Service [5]
An attacker mounts a DoS attack to prevent the VoIP system from operating normally as it should like inability to receive a call or make any calls. The attack can also be such that it is specific to certain addresses or phones. The motive behind this could be to either hinder the normal functioning of a business or prevent communication to facilitate another event such as delaying an emergency response in the event of a robbery or other crime. Thus, the system is attacked such that its availability is obstructed.
2.5. Eavesdropping [5]
Eavesdropping happens when an attacker secretly overhears the victim's conversation. The attacker intercepts the conversation and listens to the voice data from both the parties in the call and then uses it to replay the conversation or for other illicit purposes. Even data conversation like FAX that are carried over voice lines are susceptible to eavesdropping. A circuit switched telephone network is fairly difficult to be tapped and hence gives the users of the system a good feel of security. VoIP also needs to provide such assurance for it to be widely accepted by users.
2.6. Alteration of Voice Stream [5]
This is kind of attack can be categorized as substitution attacks or man-in-the-middle attacks. The attacker can tap the conversation between the two parties and then alter the voice data being communicated so that the receiver hears something other than what the sender spoke. A substitution attack can happen when the attacker records a message and plays it back when the victim calls again. For example, the attacker can play back the previous account balance to the victim when he/she calls for the second time to check the account balance after the first call when the attacker obtained the account password and depleted the funds.
2.7. Redirection of Call [5]
Redirection of call allows the caller to find the callee irrespective of the location of the callee just by dialing a single phone number. However, as good a feature as it is, it could also be a potential threat if compromised by an attacker. The attacker can then redirect the victim's call to a location of their choice thereby compromising the information exchanged in the call.
2.8. Accounting Data Manipulation [5]
Each call that is placed through the system is logged in the form of call data records (CDR) in the accounting database. The record contains the source phone number, the destination phone number, the duration of the call, the time of the call in the day etc. If the attacker gains access to the database, the call patterns can be understood by the attacker which can give away information on confidential issues. An even serious threat is when the attacker obtains write access to the database making it possible to delete or modify records. This could help the attacker to not pay for the calls placed or cover up other more serious criminal activities.
2.9. Called ID Impersonation [5]
Each telephone number or device comes with an associated identity. When the identity of one device is impersonated by another, it can be used to both receive calls and make calls with the identity spoofed. If the attacker registers themselves with a fake identity impersonating the victim with the phone system, then any call for the victim will be directed to the attacker. Similarly, the attacker can also make calls and the recipient wouldn't know the call came from the attacker as the called ID at the recipient would indicate that it was the victim that placed the call. The traditional circuit switched telephone networks are hardly susceptible to this attack and caller ID can be trusted to verify the identity of the caller or the callee. Similar level of trust is to be provided by VoIP systems as well
2.10. Unwanted Calls and Messages(SPIT) [5]
We have heard of SPAM in the context of e-mail. If such an attack is deployed on VoIP systems, it is called SPAM over Internet Telephone (SPIT). In order to mount such an attack, the attacker has a set of servers configured with a list of phone numbers. All these servers connect to the phone numbers and deliver messages at a very high rate thereby either filling up the victims' voice mail box or played in the victims' phone.
3. Protocols in VoIP
There are two main protocols, one of which is used by most of the current VoIP systems. These are H.323 and Session Initiation Protocol (SIP) [2].

H.323 is a protocol specified by the International Telecommunications Union (ITU). It allows for different configurations of audio, video and data. It doesn't specify the packet network or transport protocols. H.323 has four kinds of components viz., Terminals, Gateways, Gatekeepers and Multi-point Control Units (MCU). The user end equipments are the terminals. Gateways handle the communication between different networks and perform protocol translation and media format conversion. Gatekeepers provide a variety of services that includes addressing, authentication & authorization, accounting functions and call routing. The MCUs handle conferencing [8].

According to Tucker [8], H.323 is a complicated protocol that is made even more complicated by adding security measures. Many protocols used with H.323 suite use random ports which is difficult to be secured by firewalls. However, this problem can be handled by resorting to direct routed calls. Thus, a filtering firewall may have to have all the ports that could possibly be used for H.323 left open. This requires the firewall to be aware of H.323 traffic so that it doesn't open up the ports for other kinds of traffic. This would also come in handy during NAT because the IP address and the port number in the IP header do not match those in the messages [8].

Session Initiation Protocol (SIP) is a protocol specified by the Internet Engineering Task Force (IETF) [4]. It is used to set up and tear down two-way communication sessions. Since SIP operates on the application level it can be used with a variety of other protocols. TCP can be used with SSL/TLS to provide more security whereas using UDP allows faster and lower latency connections. SIP components include User Agent (UA), proxy server, registrar server and the redirect server. The client and server components are contained by the UA software. Client makes outgoing calls whereas the server receives incoming calls. Traffic forwarding is done by the proxy server and authentication by the registrar server. The redirect server resolves information for the UA client [8].

The main security concerns for SIP are confidentiality, message integrity, non-repudiation, authentication and privacy. The security mechanisms provided by HTTP, SMTP and IPSec are used by SIP [8]. Confidentiality is best achieved by full encryption but there may be requirement of some proxies to read or modify certain message fields. However, if the proxy can be trusted, then the encryption can be performed at the transport and/or network layer using IPSec. Authentication is done using the credentials that are passed in the HTTP request headers. When the request is received by the User Agent or the proxy, it verifies the identity of the sender and also checks if the user is authorized. Authentication, message integrity and non-repudiation of origin (using digital signatures) and privacy and data security (using encryption) can be achieved by using S/MIME [8]. S/MIME is useful when full encryption of the packet is not feasible due to the need of network components to use data from the header fields. User identification can be done using a certificate that belong to user that is cross referenced to the header information. But there are security constraints that are associated with SIP. HTTP Digest provides poor integrity and spoofing the header can easily be done without S/MIME. On the other hand, with S/MIME, issues may arise relating to firewalls and other proxy devices that require to change or view SIP bodies. SIP also uses random ports requiring the firewall to be SIP aware. As with H.323, NAT presents the problem with SIP as well.
4. DoS Attacks on SIP Systems
Since the SIP entities are open to the Internet in order to receive requests from other hosts, they are highly susceptible to Denial of Service attacks. Chen [3] discusses SIP-specific DoS attack and proposes a system to handle such attacks. We now describe a few DoS attacks that are SIP-specific. A comprehensive list can be found on the VOIPSA [17] website.
4.1. Legitimate Message Flooding [3]
As the name suggests, for a Legitimate Message Flooding attack, the attacker needs a legal account with the SIP server. Once logged in, the attacker can request a service from a target continuously, and the target would process the request normally as it is legitimate. All this time, this target would be unavailable to other clients and this accounts for a DoS attack. However, under such a scenario the attacker can easily be identified as to where they originate from.
4.2. Invalid Message Flooding [3]
This type of attacks doesn't require the attacker to have an account with the SIP server. The attacker can send a large number of invalid SIP requests to the target directly. This can cause the target SIP node to exhaust all its resources and crash.
4.3. Distributed Reflection DoS (DRDoS) [3]
In this type of attack, the attacker generates fake SIP requests by spoofing the source IP address and the header so that the packet appears to have come from a node which is the target node in this scenario. When this is sent to a large number of nodes in the Internet, all of them respond to the target host. This in turn increases the flow of traffic towards the target host thereby interrupting its services.
4.4. System Proposed by Chen
The SIP transaction layer consists of finite state machines based on which Chen [3] has proposed his system. Hence it is imperative to discuss the SIP transaction layer first before the proposed system is described.
4.4.1. SIP Transcation Layer
The SIP protocol introduces another layer called the Transaction Layer as shown in 1 [3] that resides between the Transport Layer and the SIP applications. This layer basically handles the acknowledgement and retransmission of messages. As shown in Table 2 [3] there are two types of SIP Transactions: a request received is a Server Transaction (ST) and a request sent is a Client Transaction (CT).
4.4.2. Detecting Anomalies in Transactions
Flowchart in 2 shows the overall detection logic. Chen [3] came up with this after modifying the finite state machine for each of the four types of transactions so that anomaly can be detected.

Whenever a new SIP message arrives, it is checked if it belongs to an already existing SIP session. If it is a new request, then the a new entry is added to the State Table by the detection system. The state table (Table 3) [3] is maintained for every SIP entity that is monitored. The session ID, the type of the transaction and the initial state of the transaction are first added to the state table. If the SIP message belongs to an already existing session, then the state table is updated to reflect this message. If a SIP message with an unknown session ID is received, the internal error count of the system is updated.

For every transaction, the modified finite state machines (FSM) is used to update the state table. The FSM can be denoted as a quintuple <Σ, S, so, δ, F> [3] where:

· Σ is the input that includes SIP messages sent and received and timer events. Even if an outgoing message and incoming message have the same content, they are considered as different inputs. SIP messages include Rq (all request messages), Rs (all response messages), I (informational responses 1xx), S (Success response (2xx), E (Error response 300~699). A subscript indicates if it's an incoming or outgoing message.

· S = {Idle, Calling, Proceeding, Completed, Terminated, Error}

Idle and Error states were added by Chen [3]

· so = Idle

· δ is the state transition function δ:S x Σ→ S. Chen [3] has included the following state transition functions:

· δ (Calling, (Rq U Rs)IN )=Error

· δ (Completed, (Rq U Rs \ E)IN)= Error

· F = Terminated

The modification of the FSM is done is a manner such that if an unexpected incoming message is received i.e. if the session ID is unknown, then the machine would enter the "error" state and increment the counter. On reaching "terminated" state, its state table entry is destroyed [3].
Additions to the modified FSM for INVITE server transaction [3]:
- δ (Proceeding, (Rq U Rs \ {INVITE})IN)=Error

- δ (Completed, (Rq U Rs \ {INVITE})IN)=Error

- δ (Confirmed, (Rq U Rs \ {ACK})IN)=Error
Additions to the modified FSM for non-INVITE client transaction [3]:
- δ (Trying, (Rq U Rs)IN)=Error

- δ (Proceeding, (Rq U Rs\I)IN)=Error

- δ (Completed, (Rq U Rs)IN)=Error
Additions to the modified FSM for non-INVITE client transaction [3]:
- δ (Trying, (Rq U Rs) IN)=Error

- δ (Proceeding, (Rs U {INVITE}) IN)=Error

- δ (Completed, (Rs U {INVITE}) IN)=Error

The modified FSM for INVITE client transaction, INVITE server transaction, non-INVITE client transaction and non-INVITE server transaction are illustrated in 3, 4, 5 and 6 respectively [3].

If an internal timer goes-off or if packets are sent or received, a change in state occurs. Internal state of a given transaction can be inferred by monitoring the incoming and the outgoing packets and knowing their timer values. With a separate process from the same SIP node or from any external node, such as a firewall or IDS, it is possible to detect anomalies. The detection system can speculate protocol errors that occur inside a SIP transaction [3].
4.4.3 Detecting Attacks using Thresholds
The author proposes four threshold parameters to detect DoS Attacks viz., UTE, UAE, UT/N and UP/T [3]. If any of these threshold values is reached, the detection system raises an alarm. These are briefly explained below:

UTE fixes an upper bound on the number of transactions per second. When unexpected incoming messages occur frequently, it indicates an attack and an alarm is raised. Each occurrence triggers a transaction error in the modified FSMs.

UAE fixes the upped bound on the number of allowed SIP application errors per second. These errors occur when invalid messages are received. When this happens, the SIP application would respond with a response message with status code ranging from 300~699. UAE is equal to the maximum number of 300~699 messages that can be tolerated per second.

UT/N fixes the upper bound on the number of allowed transactions per node. Consider the scenario where an attacker floods a target node with large number of INVITE messages. The target node will continue to create new INVITE server transaction for every message because it is an unsuspecting SIP node. UT/N can be used to detect such attacks

UP/T fixes the number of allowed packets per second per transaction. For example, it is possible to flood a target node with a large number of request messages that are valid but do not give raise to any kind of application or transaction error. UP/T can be used to detect such attacks.
4.4.4. Strengths and Weaknesses of Chen's [3] System
This system is effective against invalid message flooding attacks and the DRDoS attacks. This is because, both these attacks cause errors in both the application and the transaction layers in the target node. The author [3] also claims that the systems is partially effective against legitimate message flooding provided the rate of messages exceeds one of the four thresholds.

According to the author [3], this system can be implemented as external node or a network node and can hence work with most existing SIP applications without having to modify the SIP software. Malformed messages attack [17] and Spoofed [17] messages attack are some of the attacks against which the system is vulnerable.
5. Security threats in H.323 based VoIP Systems
Before we start discussing the how to build security features in H.323, we will briefly discuss the architecture of the H.323 protocol and the security requirements.
5.1. H.323 Architecture
Creating and accomplishing a H.323 session is a four step process [7]. The first step is to establish an RAS channel over UDP with the gatekeeper. This step can be skipped if there is no gatekeeper. In the second step, the sender terminal creates a H.225 channel with the target terminal by exchanging Q.931 signal over TCP. In the third step a call control channel is created between the two parties indulging in communication to relay control messages. The final step is to open up a media channel between the two parties to exchange voice.
5.2. Security Requirements
According to Yong-Feng et al. [7], there are four security requirements:

· The four connection steps must be encrypted

· To prevent man-in-the-middle attacks, the endpoints of all connections must be authenticated

· End to end authentication must be provided and both servers and clients must be safeguarded against denial of service attacks.

· Encryption of RTP packets across the voice channel must be done.
5.3. Implementation of Security in H.323 System

5.3.1. RAS Channel Security
RAS performs registration, administration and status report functions and works over UDP. IPSec could be used to used to encrypt the RAS message. RAS authentication can either be symmetric key based or public key based. The author suggests the use of symmetric encryption based authentication to reduce the cost of computation and increase the performance of the gateway [7].
5.3.2. Call Connection Channel (Q.931) Security
In the absence of a gatekeeper, the Call control channel is opened during the connection setup there will be no security negotiations. Both the parties must know beforehand the security mode that they will be using. An alternate well known port (1300) is used for TLS secured communications. Certificate based or password based authentication utilizing encryption and/or hashing can be performed by the exchange of H.225.0 messages [7].

A secure H.245 channel can be set up by the exchange of H.225.0 messages. Refer to 8 [7] for the signaling procedure. Once the calling terminal receives a H.245 secure mode, it can open the channel in that indicated secure mode. But it is also possible for the callee terminal to send Release Complete message with Security Denied reason code and refuse the connection.
5.3.3. H.245 Call Control Security
Once all the connection establishment is done, the H.245 call control channel is opened in the negotiated secure mode and all the H.245 messages can be communicated securely in this channel [7].
5.3.4. RTP Packets Encryption
RTP packets are usually encrypted before transmission in order to avoid wiretapping. The encryption is done in the RTP layer in a packet-by-packet basis as shown in 9 [7].

The encryption is done using the same algorithm and key that was used to encrypt the H.245 channel. When the encryption of media is done in a packet by packet basis, the RTP header itself is not encrypted. DES algorithm in Cipher Block Chaining mode (CBC), Electronic Code Book mode (ECB) or Output Feedback Mode (OFB) mode can be used for encryption of the RTP packets. However, the author recommends the OFB mode because of the two advantages that it possesses. First, it can encrypt data blocks that are less that 64-bit long and thereby avoid the requirement of padding to meet the 64-bit block size requirement. Second, it tolerant on out of sequence or even lost packets without propagating the loss in terms of an error when encrypting/decrypting the other packets [7].
5.3.5. H.323 Application Level Gateway
Usually a corporate LAN within an organization is linked to the Internet via a firewall typically to protect the information and avoid DoS attacks. However, the IP address and the port number in the IP header is translated by the Network Address Translation (NAT) that is used in the firewalls. The data payload contains IP address and port number that is used by VoIP applications based on H.323 thereby hindering the capability of NAT to provide the necessary protocol transparency. In order to circumvent this, Yong-Feng et al. suggest an Application Level Gateway (ALG) to interact with NAT and provide end to end transparency. The structure of the ALG is shown in 10 [7].

The ALG has a layered structure. Message passing, function calling and all other interactions are restricted between neighboring layers except at a few places. Components reuse at lower layers is possible because of the layered structure. H.323 environment maintenance, H.323 event reporting and passing response to lower layers is taken care by the top most layer i.e. CmEnvironment. But real-time events can't tolerate delay and so they are passed down to the channel directly rather than down the layered structure thereby reducing overhead and delay. Hence the design has a trade-off between efficiency consideration and re-usability of code [7].

A classifier is introduced in the ALG to improve the performance and reduce delay in voice transfer. The function of the classifier is shown in 11 [7]. Since VoIP system handles both signal data and voice data, the ALG has to employ appropriate algorithms to handle both of them. The signal data is sent over TCP which requires high reliability but is delay tolerant. On the other hand, voice data cannot tolerate delay.
6. Conclusion [1] - [8]
With the usage of VoIP systems gaining great popularity, there are several security concerns that come along needing to be addressed. It is of course possible to use VoIP securely but is not as easy as simple data networks. As mentioned earlier in the paper, the security defense mechanisms for normal data networks cannot be used in their native format for VoIP systems and applications. With VoIP's unique hardware and software requirements, care must be taken to to acquire the desired security level when designing security defense mechanisms. It is important that VoIP systems provide as much security as the traditional circuit switched telephone network does in order to gain the trust of the general public and become widely acceptable.

Most of the systems that have been proposed so far are still in a theoretical or experimental stage and are yet to be implemented to the level so that they meet the standards. It is very important to secure specific VoIP protocols such that they are resistant to most attacks. A great challenge for future work would be to establish a security mechanism that protects the communication between traditional data networks and VoIP networks. Security is required both at the application layer and the IP layer for complete trustworthiness. VoIP security by means of a firewall again is not as trusty as when it is used on data networks. Hence it is required to build "VoIP aware" firewalls that can provide better protection.

In addition to providing protection mechanisms for VoIP systems, it is also important to develop intrusion detection system to detect possible perpetration. A "Prevention is better than cure" approach calls for developing possible intrusion prevention system which can be of better help in this regard. In terms of corporations and organizations deploying VoIP, it is required for the internal network to be highly secured to avoid loss of confidential company data. Also, the network and servers must be strong enough to handle the VoIP system and must not break down which may lead to obstruction of the business and even monitory loss. Hence, quality of service is an important parameter that has to be addressed and taken care.
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