Real time video distribution

Chapter 1

INTRODUCTION
Real time video distribution is performed through unicast and multicast. Unicast video distribution uses multiple point to point connections, while multicast video distribution uses point to multipoint transmission. Unicast and multicast are important building blocks of many Internet multimedia applications such as videoconferencing, distance learning, multi-receiver video programs.

Multimedia applications are growing rapidly. Real time video distribution is an important IP multicast application. However, there is no guarantee for quality of service to real time video in current best effort networks because of the dynamic network conditions.

Bandwidth adaptability is the main requirement of real time video distribution due to varying network conditions. Real time video distribution has requirement of bandwidth adaptability, due to dynamic network conditions. The flows which are non- adaptive to bandwidth suffer from:
1. Under utilization or over utilization of the available bandwidth

2. Unfair bandwidth allocation
The first type of deficiency degrades the video quality while the second one shows the unfairness between the adaptive and non-adaptive traffic.
1.1. Real time video adaptation approaches
Video multicast approaches can be classified through two distinct properties (Jiangchuan Liu, Bo Li at al., 2003)
1. Video rate: existing approaches generally fall into two categories

· Single rate

· Multi rate

2. The place where adaptation is performed either at

· End system (end-to-end)

· Active service (intermediate network nodes)
Existing end system (end-to-end) approaches are classified according to these properties such as (Jiangchuan Liu at al., 2003)
· Single-rate adaptation (single-rate, end-to-end)

· Simulcast (multi-rate, end-to-end)

· Layered adaptation (multi-rate, end-to-end)
In Single-rate multicast, Sender transmits a video stream to a multicast group and set the transmission rate according to the feedback information (Jerome Vi at al., 2004) of receivers. Feedback implosion problem exist in this approach which can occur if there is a large number of receivers attempting to return feedback.

In Replicated stream video multicast, a sender transmits multiple streams of same data with different sending rates and video quality. In this category video streams replicate each other so it introduce redundant information problem.

In Layered multicast, video stream is divided into number of layers. One is called base layer and others are called enhancement layers. Base layer contains the important features of video and enhancement layers contain the additional features of video stream which may be used to refine the video quality.

There are two approaches for layered adaptation, one is Prioritized transmission (Jiangchuan Liu at al., 2001) and other is Receiver-driven (Steven McCa and Van Ja at al., 1996). In the prioritized transmission, base layer has the highest priority and the enhancement layer has the lowest priority.
1.2. Problem statement
The main focus of this research activity is to analyze different Adaptive Real-time Video Multicast techniques and to compare them in different network conditions.

According to initially survey, following issues have been identified in the existing schemes of real time video distributions:

l Rate Adaptation: In the same multicast session, different receivers may have different processing capabilities because internet is the heterogeneous network.
Network Congestion

Fair Bandwidth Allocation
Adaptive smooth multicast protocol is the recently proposed single rate multicast congestion control protocol. Packet pair receiver driven cumulative layer multicast is the receiver driven layered multicast congestion control protocols. Lot of research has been carried out to evaluate the performance of PLM (Puangpronpitag et al., 2008). There is no known study that evaluates these protocols in comparison. However, we evaluate these protocols in comparison using evaluation criteria such as TCP-friendliness, responsiveness, throughput, packet loss, end-to-end delay and jitter.
1.3. Thesis Goals
The main goal of this research activity is to evaluate theoretically and practically adaptive real-time video multicast techniques. This research activity will identify the characteristics of real-time video multicast protocols and will identify the best adaptive technique for multicast streaming. This work will try to provide some guidelines to enhance existing protocols and may provide suggestions to overcome the limitation of these protocols.
1.4. Research Methodology
In order to accomplish the goals stated in this thesis, a thorough literature survey of the existing work regarding the individual performance evaluation of Adaptive Smooth Multicast Protocol (ASMP) and Packet-pair Receiver Driven Cumulative Layer Multicast (PLM) has been carried out and these mechanisms have been implemented in NS2 simulator. The aim of the literature study is to give a deep understanding about the ASMP and PLM mechanisms and discuss their limitations. This research has been limited to software based simulations. Simulations have been performed on Network Simulator 2 (NS2). NS2 is used to generate the network traffic with different configurations.
1.5. Research contribution
The main focus of this research activity is to provide a performance evaluation of Adaptive Smooth Multicast Protocol (ASMP) in comparison with Packet-pair Receiver Driven Cumulative Layer Multicast Protocol (PLM). This research activity shall enable us to determine the best technique for adaptive real time video streaming multicast in varying network conditions. This research activity identified the limitations and capabilities of both protocols.
1.6. Thesis Organization
Rest of the thesis is organized as follows: In chapter 2 provides a survey of adaptive real-time video multicast techniques, in chapter 3 discussed about multicast congestion control protocols, chapter 4 defines the simulation setup and results and chapter 5 provides the conclusion and future work.
Chapter 2

SURVEY OF ADAPTIVE REAL-TIME VIDEO MULTICAST TECHNIQUES
Most applications over the Internet use the TCP based protocols such as FTP, HTTP and SMTP, whereas video streaming applications are non-TCP. When the congestion occurs during the TCP transmission, then TCP reduces its transmission rate. Due to congestion, packets are dropped, therefore TCP adapts the sending rate according to an additive increase/multiplicative decrease algorithm (AIMD). While in non TCP, data is continued to be transmitted at its original rate. So if TCP and non TCP traffic is sent over the same link, then it will lead to unfairness problem in case of congestion. This problem arises when non-TCP flows fail to act in a TCP-friendly way and utilize network resources unfairly. To remove this unfairness, non-TCP traffic follows some rate adaptation rules and mechanisms which are compatible with the rate-adaptation mechanism of TCP.
2.1. Multicast Congestion Control
Multicast congestion control has two parts, congestion detection and fair adaptation of transmission rate.

Congestion is detected when packets are not received at the receiver side at a required play-out time. Packet losses occur due to network congestion. Rate adaptation and rate control is used to determine the sending rate of video traffic according to the estimated available bandwidth.
2.1.1. Rate control
Rate control is a mechanism to adjust the transmission rate of a video stream according to the estimated available appropriate network bandwidth. Rate control can be classified into three categories (Dapeng Wu at al., 2001) such as source based rate control, receiver based rate control and hybrid rate control. In source based rate control, the sender plays an active role and adapts the data transmission rate according to the feedback information from the network. While in receiver based rate control, the receiver is responsible to adapt the video transmission rate by subscribing and unsubscribing various layers. Receiver has the active role while the sender has the passive role in adapting receiver based rate control. In hybrid rate control both sender and receiver regulate the rate of video stream. Sender adapts the video stream transmission rate on the basis of receiver's feedback information while receiver adapts the video stream rate by adding/dropping layers. Fig. 1 illustrates the classification of rate control mechanisms.

Congestion control can be handled by using two approaches End-to-End Congestion Control and Router-Based Congestion Control.
2.1.2. End-to-End versus Router-Supported
Congestion control schemes which do not utilize additional router mechanisms are called End-to-End congestion control. The End-to-End congestion control mechanism helps to reduce packet loss and delay. These schemes are designed for best-effort IP networks and these can be further divided into Sender-based approach and Receiver based approach.

The approaches which utilize the additional router mechanisms are called router supported congestion control mechanisms. The additional network functionalities are
· Modification of the router's queuing strategies

· Feedback aggregation

· Hierarchical round-trip time measurements

· Management of groups of receivers
2.1.3. TCP-friendly congestion control
For non TCP traffic, some mechanisms are defined which enable the non TCP traffic to perform the same rate-adaptation mechanism as rate-adaptation mechanisms of TCP traffic. Therefore these congestion control mechanisms make the non-TCP traffic TCP friendly. The congestion control mechanism is used to make sure that the bandwidth is fairly shared among the applications when the network is overloaded.

Through multicast, data is transmitted from one sender to multiple receivers. Thus, it is an efficient way to transmit data. There are two categories of multicast congestion control.
· Single rate

· Multi-rate
2.1.3.1. Single-rate multicast congestion control Protocols
In single rate multicast congestion control protocols, sender controls the transmission rate while all the receivers receive the data at the same rate. Loss Tolerant Rate Controller (LTRC) (T. Montgomery, 1997) and Scalable TCP-like Congestion Control for Reliable Multicast (MTCP) (Injong Rh at al., 1999) are the single rate protocols.
2.1.3.2. Multi-rate multicast congestion control Protocols
In multi-rate multicast congestion control protocol, data stream is transmitted in the form of layers. Receivers join the layers and receive the data according to their estimated available bandwidth capacity in the form of multicast group. Layered Video Multicast with Retransmission (LVMR) (X. Li at al., 1998) and Multicast enhanced Loss-Delay based Adaptation algorithm (MLDA) (D. Sisalem and A. Wolisz, 2000) are Multi-rate protocols.

Single-rate and multi-rate protocols can be further classified into two categories:
· Rate based approaches

· Window-based Approaches
In rate based congestion control schemes, the transmission rate is adapted when congestion occurs according to network feedback information which is sent from receiver to sender.

Rate control mechanisms follow two approaches (Dapeng Wu Yiwei at al., 2001) Probe based approach and Model based approach. In probe based approach, sender probes for available network bandwidth. Therefore it is based on probing experiments. As defined in (Dapeng Wu Yiwei at al., 2001), there are two ways to adjust the sending rate:
1. Additive increase and multiplicative decrease

2. Multiplicative increase and multiplicative decrease
In window-based congestion control schemes, congestion windows are maintained at both sender side and receiver side. It works just like a TCP congestion window, where each packet transmitted consumes one slot in the congestion window, while each packet received or the acknowledgment of a packet received frees one slot (Jorg Wi at al., 2001). If congestion occurs then window size decreases otherwise congestion window increases. Random Listening Algorithm (RLA) (Wang and Schwartz, 1998) and Multicast TCP (MTCP) (Injong Rhee at al, 1999) are Windows based protocols.
2.2. Desirable characteristics of a Rate-based Multicast Congestion Control Protocols
Some desirable characteristics of a multi-rate congestion control protocol are mentioned below.
2.2.1. Network utilization
A good protocol should be able to quickly detect the available bandwidth and add more layers, and if bandwidth is not available then drop the layers. The protocol should not leave the network under-utilized.
2.2.2. Responsiveness
As revealed in (Somnuk Pu, Suhaidi Ha, 2003), a good protocol should be able to detect congestion signals quickly and reduce its transmission rate before causing congestion and before packet loss occurs.
2.2.3. Packet loss
Packet loss is a waste of bandwidth and an origin of quality of service degradation (Jiang Li, Murat Yand Shivkumar K, 2006).Packet loss mainly occurs due to congestion. Therefore, congestion can lead to the problems like degradation of Quality-of-Service (QoS).
2.2.4. Fairness
There are two dimensions of fairness
1. Intra-protocol fairness

2. Inter-protocol fairness.
2.2.4.1. Intra-protocol fairness
As defined in (Somnuk Pu, Suhaidi Ha, 2003), Intra-protocol fairness is defined as fairness among the receivers of the same multicast session. The coordination of downstream receivers is necessary to obtain the intra- session fairness.
2.2.4.2. Inter-protocol fairness
A good protocol should be able to distribute the available bandwidth fairly among the different sessions.
2.2.5. Scalability
The IP multicasting model provided by RFC 1112 (S. Deering, 1989) is largely scalable as a sender can send data to nearly unlimited number of receivers. Scalability problems occur mainly due to the feedback control messages which are sent back from receiver to sender or any messages among receivers.
2.2.6. Fast convergence
In fast convergence, protocol should be able to converge its transmission rate very fast and achieve its optimal rate according to the heterogeneous network conditions.
2.3. Single-rate Multicast Congestion Control Protocols
In single rate multicast congestion control protocols, all the receivers receive the data at the same rate and the source controls the transmission rate. Therefore in single-rate multicast protocols, all receivers estimate the available bandwidth according to their algorithms and then send back their estimated rate to sender. The sender set the transmission rate close to the lowest rate which it has been received from the receivers. In this scheme, source generates the same data at same rate and the burden of congestion control is at the sender side.
2.3.1. TCP-Friendly Multicast Congestion Control (TFMCC)
TCP-Friendly Multicast Congestion Control (J. Widmer, M. Handley, 2006), it is a source based single-rate congestion control mechanism for multicast transmissions and it is designed to provide smooth rate change over time. It is based on the unicast TCP-Friendly Rate Control mechanism (TFRC) (M. Handley, S. Floyd and J. Padhye, 2003). It provides the scalability and responsiveness under a wide range of network conditions. Congestion control functionality is located at the receiver side and each receiver continuously calculates the receiving rate. Rate is calculated through the TCP throughput equation and selected receivers send the feedback packets back to the sender containing the desired rate information. Therefore suppression of feedback receiver reports is the main important feature of TFMCC.

TFMCC's congestion control mechanism works as follows:
· Each receiver measures its RTT and the loss event rate.

· Each receiver measures a TCP-friendly sending rate through the use of TCP throughput equation (?).
(Eq 2. 1)

Where

X is the transmit rate in bits/second

s is the packet size in byte

R is the round-trip time in seconds

P is the loss event rate, between 0.0 and 1.0, which is a fraction of the number of packets transmitted.
· The calculated sending rate is communicated to the sender through the receivers report. To prevent a feedback implosion at the sender, only the subset of receivers (through a distributed feedback suppression mechanism) are allowed to send the feedback report.

· The sender selects that receiver as Current Limiting Receiver (CLR) whose report contains the lowest rate.

· If the CLR reports a calculated rate less than the current sending rate, then sender reduce the sending rate.

· If the CLR reports a calculated rate greater than the current sending rate, then sender increase the sending rate.
2.3.2. PGMCC: A TCP-friendly single-rate multicast congestion control scheme
PGMCC (L. Rizzo, 2000) is a window-based, single rate congestion control scheme. It is a NACK based protocol.

PGMCC'S congestion control mechanism works as follows:
· Each receiver measures its loss event rate and RTT

· A negative acknowledgment (NACKs) is sent periodically from receiver to sender which contains the loss rate information

· The receiver which has the lowest throughput is selected as the acker which is the group's representative

· When a packet is received then acker sends an ACK to the sender

· NACK suppression (optional) can be performed with randomization

· The sender calculates the receiver's rate using the packet loss information and RTT through the equation

· After identifying the acker, sender adjusts its sending rate by setting up TCP-like AIMD congestion window with formulate the receiver
Acker can change over time. These changes can be detected through the analysis of NACKs which is sent from receiver to sender containing the information about RTT and packet loss. A new acker is selected, when NACK reports about the sending rate which is smaller then the current sending rate multiplies by a constant k. Therefore the receiver that has sent the NACK becomes the new acker.
2.3.3 Explicit Rate Multicast Congestion Control (ERMCC)
Explicit Rate Multicast Congestion Control is the single-rate multicast control scheme (Jiang Li, Murat Y at al., 2006). It is based on TRAC (Throughput Rate At Congestion).In this scheme, the source selects the Congestion Representative (CR) which is the slowest receiver. Feedback of only the selected Congestion Representative (CR) is considered at the sender side and transmission rate is selected according to the capacity of this receiver.

The slowest receivers are those who have the lowest average TRACs. When any receiver detects congestion, then it calculates the average TRAC and updates it through the exponentially weighted moving average (EWMA) technique. Receivers having lower average TRAC than average TRAC of CR send the feedback. Therefore ERMCC performs feedbacks suppression very efficiently. ERMCC overcomes the well known existing problems such as TCP-friendliness, slowest receiver tracking, drop-to-zero and feedback suppression mechanism.
2.4. Multi-rate Multicast Congestion Control Protocols
The multi-rate rate, based congestion control schemes are flexible in adapting the rate according to the network status. Therefore they allow the receivers to receive the stream at different rates. Rate adaptation is based on the receiver's estimated available bandwidth. So, multi-rate multicast protocols estimate the available bandwidth according to their algorithms. In these schemes, source generates the data over different multiple multicast streams at different rates. Each receiver takes rate adaptation decision, so the burden of congestion control is at the receiving side.
2.4.1. Receiver Driven Layered Multicast (RLM)
RLM is a receiver driven multicast protocol proposed by MaCanne al. (Steven McCa, Van Ja at al., 1996). It uses layer coding and receiver driven approach. The sender does not play any active role thus it is a receiver driven approach. It is the first protocol which is proposed for video transmission and it solved the heterogeneity problem .RLM uses the join experiment to adjust the receiving rate according to the network status. In this scheme, when congestion occurs, the receiver drops a layer and decreases its reception rate. Incase, spare capacity is available, it adds a layer and increases its reception rate. Join experiment scheme introduces packet losses due to congestion and effects the video quality.

Join experiment introduces intra-session unfairness among the sessions. To overcome this problem, synchronized join experiment is proposed. In which synchronized control messages are used. However these messages introduce the scalability problem. There is also another problem which is called IGMP (Internet Group Management Protocol) leave latency problem. In this problem, to overcome the congestion problem RLM receivers unsubscribe the layers and it can take several seconds to complete this process which slows down the bandwidth recovery.
2.4.2 Receiver-driven Layered Congestion Control (RLC)
RLC was proposed (S Mc Canne, 1996) to address RLM problems. RLM has a problem that it cannot support reliable multicast applications. RLC solves this problem by introducing FEC encoding for reliable multicast applications. It is not only applied to multimedia application but also applied on reliable multicast applications.

RLC congestion control mechanisms also adapt the reception rate according to the network status using Synchronized Join Experiment and Burst Test techniques. RLC uses Double Increase Multiplicative Decrease (DIMD) schemes for rate adjustment. When adding a layer it will double the rate and when dropping the layer it will multiplicatively decrease the rate. Its doubling scheme can cause significant fluctuation in network bandwidth consumption and rapid queue build-up (J. Byers at al., 2002). Due to packet losses, congestion occurs. So a receiver tries to tackle the congestion by unsubscribing from a layer. Due to IGMP leave latency problem, it can take several seconds. Therefore IGMP leave latency problem slows down the unsubscribing process and as a result congestion can persist.
2.4.3 Sender Adaptive and Receiver Driven Layered Multicast (SARLM)
Sender adaptive and receiver driven layered multicast (SARLM) for scalable video was proposed in (Qian Zh at al., 2005).It improves the drawbacks of receiver driven layered multicast (RLC) protocol. RLC did not address how to adapt sending rate according to the varying network conditions. It is based on the sender adaptive and receiver driven approach. The key mechanisms of SARLM are Receiver Based Packet Pair Probes (RBPP) and scalable feedback which is based on gamma-distributed random timer.

Instead of relying on a join-experiment technique like RLM, RLC and FLID-DL, SARLM uses a RBPP approach to infer the available bandwidth and avoid congestion. SARLM source sends three packets-pair probing packets periodically .While the receivers use the packet pair approach, to estimate the available bandwidth dynamically. Therefore the estimation of available bandwidth is calculated from packet size divided by the bottleneck separation and this estimated bandwidth is used to adapt the rate when congestion occurs. In SARLM, feedback request is send to all receivers from sender periodically. In response, all receivers send the feedback to sender with in a short period of time; receiver's feedback report contains the information about receiver's network conditions. Thus, the sender adjusts the sending rate according to the feedback message. Therefore, SARLM provides the efficient bandwidth utilization and network congestion avoidance.

With the RBPP approach, the main advantage is that packet pair does not require packet losses. However shows that it estimates both bottleneck bandwidth and available bandwidth, it is used to make join and leave policy at the receiver side.
Join policy:
Add layer if the minimum estimated bandwidth is greater than cumulative bandwidth during the period C (i.e C=1 second)
Leave policy:
Drop a layer each time when estimated available bandwidth BW is lower than the cumulative bandwidth BWn.

For probing, control packets are not used, instead only data packets are used. SARLM provides both leave and join synchronization. All receivers estimate their available bandwidth and if the estimated available bandwidth is less than the cumulative bandwidth then each receiver will drop the higher layer (i.e currently subscribed) at the same time.

Therefore all receivers join a session at the same time. Later on, if some receivers join the session and it will not synchronized at that time. When first drop occurs, then it will be resynchronized.

SARLM assumes the deployment of a fair queuing mechanism in routers and relies on a fair scheduler to ensure fairness, including intra-protocol fairness and inter-protocol fairness. The advantages of SARLM are
· It has a faster convergence for rate adaptation

· It does not require packet losses to estimate the available bandwidth

· The fair scheduler makes the SARLM very intra-protocol and inter-protocol friendly

· To avoid feedback implosion each receiver uses gamma-distributed random timer to adjust its feedback sending rate
SARLM overcomes the weakness of PLM, which does not use the noise filtering mechanism and does not accurately estimate the actual bandwidth. Whereas, SARLM uses the noise filtering algorithm, hence it evaluates the correct estimation of bandwidth.

Table 2.1 summaries the characteristics of multi-rate multicast congestion control protocols.
	Protocols
	Network Support
	Sender driven/receiver driven
	Smoothness of rate
	Feedback Signaling

	RLM
	End-to-end
	Receiver driven
	layer-dependent
	No

	RLC
	End-to-end
	Receiver driven
	layer-dependent
	No

	SARLM
	End-to-end
	Sender and Receiver driven
	Smooth
	Yes


Table 1. 1: Characteristics of multi-rate multicast congestion control protocols
Chapter 3

MULTICAST CONGESTION CONTROL PROTOCOLS
This chapter discusses two multicast congestion control protocols for Multimedia Data Transmission: Adaptive Smooth Multicast Protocol (ASMP) and Packet-pair receiver-driven cumulative Layered Multicast .
3.1. Adaptive Smooth Multicast Protocol for Multimedia Data Transmission (ASMP)
ASMP was proposed by (Christos Bo, Apostolos Gk and Georgios Ki, 2008). Being a single-rate multicast transport protocol, ASMP is sender-driven and adjusts the sending rate keeping in consideration to the slowest receivers in the session. It runs on top of RTP/RTCP protocols for multimedia data transmission. The information about current network condition is communicated between sender and receiver by using the RTCP feedback sender and receiver reports. The main objective of this protocol is to calculate the smooth transmission rate. Therefore each receiver calculates its transmission rate by using TCP analytical model (J. Pandhye, J. Kurose, D. Towsley, R. Koodli 1999).

(Eq 3. 1)

Where

P = Packet size in bytes

l =packet loss rate

t= retransmission timeout

t RTT = Round Trip Time (RTT)

For the calculation of new smooth TCP-friendly transmission rate, each receiver measures the following values such as, l (packet loss rate), t RTT (Round Trip Time RTT), jitter, delay and assesses the Congestion Indicators (CI). Congestion Indicators adjust the smoothness factor. After calculating the TCP-friendly transmission rate at receivers, it is transmitted to sender by using the RTP/RTCP extensions. The sender adjusts its transmission rate according to the receivers RTCP feedback report, containing CI. Key features of ASMP are
· Smooth transmission rates

· Adaptive scalability to large sets of receivers

· TCP-friendly behavior

· High bandwidth utilization
An advantage of this protocol is that, it does not require any additional support from the routers or the underlying IP-multicast protocols. A disadvantage of this protocol is that, when network conditions are changed very rapidly then ASMP does not react quickly, because there is long interval between two consecutive RTCP feedback reports.

Figure 3.1, shows the behavior of ASMP protocol. Graph is plotted for throughput (Kbps) vs. time (in seconds).Simulation is run for 250 seconds and transmission rate is 500Kbps and the bottleneck link is set to 600Kbps.Graph shows that ASMP protocol increases its throughput (or transmission rate) until it reaches its maximum throughput (or link capacity) .It decreases its transmission rate whenever losses occur and it stops its degradation when loss does not occur.
3.2. Packet-pair receiver-driven cumulative Layered Multicast (PLM)
Packet-pair receiver-driven cumulative Layered Multicast (PLM) was proposed by (A. legout and E.W. Biersack, 2000) to address some deficiencies of (RLC) receiver driven layered congestion control multicast and improve it. The PLM is based on a cumulative layered scheme and uses the Receiver-side Packet-pair Probe (PP) mechanism. Packet pair approach is used to estimate the available bandwidth at the bottleneck to decide the appropriate layers to join. PLM is receiver-driven, so the congestion control mechanism is at the receiver side. PLM source periodically sends the data via cumulative layers and each layer packets are transmit in pairs. In PLM protocol, all layers must follow the same multicast routing tree and it reacts properly in congestion condition. PLM defines the two basic mechanisms:
1. Receiver-side Packet-pair Probe (PP)

2. Fair Queuing (FQ)
With the Receiver-side Packet-pair Probe (PP) approach, a PLM source periodically sends a pair of its data packets back to back as a burst and PLM receivers estimate the available network bandwidth. Because PLM is receiver driven so the receivers are responsible to add and drop layers (i.e. to join and leave multicast group) according to the estimated bandwidth and required bandwidth for layers. The bandwidth is calculated as packet size divided by inter-arrival gap and this estimated bandwidth is used to adapt the rate. This is performed only once at every regular Check Period interval. It does not induce any loss because it discovers the available bandwidth, which is the fundamental property of PLM.

PLM solves the feedback implosion problem. It is because PLM is a receiver driven protocol and receiver driven approach is highly scalable that does not require any kind of feedback. PLM uses join and drop synchronization e.g when a receiver joins a layer, then all the receivers of the same bottleneck must join the same layer. Otherwise the link is underutilized. If congestion occurs and a receiver drops a layer; all the receivers downstream of the same bottleneck must drop the layer. Otherwise the congestion persists.

A PLM receiver just joins the session and wait for packet pair. If no packet is received after the predefined time period, a layer is dropped because the receiver does not have enough bandwidth. If some packets are received but no pp (packet pair) packet is received then evaluates the loss rate. If loss rate exceeds the predefined loss threshold then a layer is dropped. After dropping the layer, PLM receiver will wait for a period, which is called predefined blind period, before re-estimating the loss rate. So this blind period helps, to do not over react to loss.

PLM assumes fair scheduler network and deploy a fair queuing mechanism at routers. It relies on a fair scheduler to ensure fairness, including intra-protocol fairness, inter-protocol fairness and TCP friendliness. PLM has some advantages over RLM and RLC.RLM and RLC produces losses at join attempts, whereas PLM does not induce any loss to discover the available bandwidth. It has fast convergence for rate adaptation.
PLM suffer from several problems.
First problem is packet loss .There is no filter mechanism which is used to avoid noise packets. Sometimes its detected available bandwidth is higher than real bandwidth. So PLM will add more layers and the bottleneck link may overflow. Thus the packets will drops.

Second is Network under-utilization problem. Due to lack of filtering mechanism, estimated bandwidth is less than the actual bandwidth. Therefore it adds fewer layers than the available bandwidth. So the network is in under utilized.

Third is Join-collision problem. In which if two receivers detect the available bandwidth at the same time and both of them join. Actual bandwidth will be not enough. Therefore one or both of them fail and one or both of them have to leave the layer(s).

Figure 3.2, shows the behavior of PLM protocol. The graph is plotted for throughput (Kbps) vs time (in seconds).Simulation is run for 250 seconds and the bottleneck link is 600Kbps. There is only one session of PLM and all the receivers of PLM session have the same bandwidth. In every check period, PLM scheme allows multiple subscriptions. So this graph shows that all receivers of PLM session achieve maximum throughput that is approximately 560Kbps.
Chapter 4

SIMULATION SETUP AND RESULTS
This chapter describes the simulation setup used for the evaluation of multicast congestion control protocols and their analysis based on the simulation results.
4.1 Simulation Setup
Table 4.1 lists the simulation parameters in detail.
	OS
	Fedora Core 9 64bit

	CPU
	Intel(R) Celeron(R) M 1.50GHZ

	RAM
	1 GB

	NS-2 Version
	2.33

	PLM Implementation
	NS-2 default

	ASMP Implementation
	asmp V1.1

	NsWorkBench
	nsBench v1.0

	Data Packet Size
	500 Bytes

	Total Simulation Time
	250ms


Table 42. 1: Simulation Setup
For simulations, ns simulator version 2.33 was used and integrated with the available code of PLM (built-in) and ASMP (asmp V1.1) in ns2. Simulation topology was created in NsWorkBench (nsBench v1.0).
4.2 Simulation Parameters
For simulation experiment two multicast protocols are used which are PLM and ASMP. For experiment, TCP and UDP connections were also simulated. For TCP connection, TCP Reno was used and applications on top of TCP source were infinite FTP sessions. The maximum size of TCP congestion window was set to 4000 packets. The applications on top of UDP source were CBR sessions. The packet size of all flows (PLM, ASMP, TCP and CBR) was chosen to be 500bytes.

In PLM, following default parameters were set during the simulation. These parameters were set according to recommended values in (A. Legout and E.W. Biersack, 2000). Queuing scheme used was fair queuing with size of 20 packets for each flow and check period was set to 1 second. After this check period, receiver checks whether to add or drop layers.
	Parameters
	Default Values

	Queuing Scheme
	FQ

	PP Burst Size
	2

	PP Estimation Length
	3

	Plm Debug Flag
	2

	Blind Period
	0.5 seconds

	Check Period
	1 second


Table 3. 2: PLM default parameters
In ASMP, following default parameters were set during the simulation. These parameters were set according to recommended values in (Christos Bouras, Apostolos Gkamas, 2009). In this experiment, queuing scheme used was Random Early Detect (RED). RTCP report interval was set to 1000ms.
	Parameters
	Default Values

	Queuing Scheme
	RED

	Report Interval
	1000ms


Table 44. 3: ASMP default parameters

4.3 Performance Metrics
End user requires the video quality with minimum cost and maximum availability. But for real time applications, best-effort Internet does not provide any quality of service guarantees. Video streaming applications have required high throughput, low packet loss and delay, because of its real time nature. Various factors that are crucial for real time applications (i.e audio/video conferencing) and non-interactive real time applications (i.e audio/video streaming) are sensitive to packet loss, end-to-end delay and jitter. The following metrics are used in this thesis to evaluate the performance of ASMP and PLM protocol.
4.3.1 Throughput
The number of successful data packets in a unit of time is called throughput. According to (Somnuk Puangpronpitag and Roger Boyle, 2003), the smoothness or oscillation of throughput with time, can show the stability of rate adaptation mechanisms. Therefore a good protocol would give high throughput.
4.3.2 Throughput- Jain's Fairness Index
Jain's Fairness Index (R. Jain at al., 1984) equation is used to quantify the fairness of a congestion control mechanism. Jain's Fairness Index result ranges from 1/n (worst case) to1 (best case). Jain's Fairness Index equation is defined as follows:

(Eq 4. 1)

Where

n = number of flows

x1, x2…xn = set of flow throughput
4.3.3 Packet Loss Ratio
The Packet Loss Ratio is defined as the ratio of the data packets lost to the total number of packets transmitted. The following equation is used to calculate the PLR:

Packet Loss= (Packet drop / Packet tx ) *100 (Eq 4. 2)

Where

Packet drop = Total number of packets drop

Packet tx = Total number of packets transmitted
4.4 Simulation Results
In the following sections, the simulation results of all scenarios are presented. As mentioned, two protocols, ASMP and PLM, have been investigated.. The performance evaluation criteria are:
· Fairness of each protocol towards TCP traffic

· Responsiveness of each protocol under changing network conditions

· Quality of Service Parameters

· Throughput

· Packet Loss
The bottleneck link from R1 to R2 has the bandwidth 600 Kbps and delay of 8ms. All exterior links have 10Mbps bandwidth and delay of 8ms. Each simulation was run for 250 seconds. Data rate of TCP/CBR and multicast protocol is 500Kbps. There is one multicast session (ASMP/PLM) and three TCP/CBR sessions.
4.4.1 Experiment I: TCP-friendliness Test
First, we consider the fairness aspect. The fairness of ASMP/PLM protocols towards the competing TCP flows was considered, when they share same wired links.
4.4.1.1 Objectives of Simulation Scenario
The main objective of this scenario was to compare fairness of ASMP and PLM. In this scenario it was assumed that fair queuing exist at each router. The fairness of PLM protocol was also checked when fair queuing does not exist at router. The topology used is shown in Figure 4.1, shared between three TCP connections and one multicast (PLM or ASMP) session. At the beginning of the simulation, multicast (PLM, ASMP) session starts. At time 30 second TCP1 starts transmission and at 140 seconds, the session is terminated. At time 60 seconds TCP2 starts and at 170 seconds, it is terminated. At 90 seconds TCP3 starts and at 200 seconds, it is terminated. Results show that when TCP1, TCP2 and TCP3 starts their transmission, multicast flow (PLM, ASMP) decreases its throughput and when TCP connections stops their respective transmission, multicast flow (PLM, ASMP) increases its throughput. The following graphs show it more comprehensively.

Figure 4.2 shows the simulation results of PLM (with FQ). Results show that PLM has always consumed less bandwidth, as compared to TCP. It performs fast convergence, fairness with TCP flows and efficient bandwidth utilization quite well. Figure 4.3 shows the simulation results of ASMP. Results show that ASMP has always consumed less bandwidth, as compared to TCP. ASMP behaves more TCP-friendly, responsively and efficiently in sharing bandwidth with TCP sessions. Therefore PLM shows smooth fairness because PLM uses FQ queuing at router. Whereas ASMP also performs fast convergence and it is comparatively fairer than PLM.

In the real environment, it's not possible to implement fair queuing at each router, so, PLM may be used without fair queuing.

Figure 4.5 show the results of PLM without fair queuing. The main objective of this graph is to study the TCP-friendliness behavior of PLM when there is no fair queuing at router. Drop-tail queuing scheme was used at router. The results were taken with Drop-tail and RED (random early detection) queuing scheme. Both queuing scheme show the same results. Above result shows that PLM cannot maintain fairness towards TCP in the absence of FQ. Because PLM relies on pp (packet-pair) scheme to detect available bandwidth and adapts its rate accordingly. PLM without FQ also behaves in a less TCP-friendly manner. So, PLM is TCP-friendly only when FQ is used, whereas ASMP is not sensitive to the disappearance of FQ.
4.4.1.2 Throughput- Jain's Fairness Index Measurements
Jain's Fairness Index of ASMP = 0.97

Jain's Fairness Index of PLM = 0.99

In this simulation, value of Jain's Fairness Index of PLM protocols and ASMP protocols was obtained from the calculation of equation (4-1).The Jain's Fairness Index of PLM is higher than the ASMP which shows that available bandwidth is better distributed between multicast protocol PLM and TCP traffic.
4.4.2 Experiment II: Responsiveness to Network Condition

4.4.2.1 Simulation Scenario and Objectives
The main objective of this scenarios is to analyze and compare the multicast protocols (ASMP, PLM) with respect to responsiveness and packet loss ratio, when the available bandwidth changes.

The network topology used in this scenario is same as discussed in Figure 4.1. A single multicast (ASMP or PLM) flow was used with three CBR flows (i.e. join and leave with different timings) across a bottleneck link (between router R1 and router R2) with 600Kbps of bandwidth and 8 milliseconds of delay. Each exterior link is set to 10 Mbps of bandwidth and 8 milliseconds of delay.

From the above graphs it is observed that PLM is more responsive as compared to ASMP, because the rate adaptation scheme of PLM takes only 1 second to adjust its rate in varying network conditions. On the other hand, ASMP takes approximately 15 seconds. It is because the rate adaptation scheme of PLM, which allows multiple subscriptions and un-subscriptions at every check period. While in ASMP, it does not react fast in varying network conditions, because there is a long time interval between two consecutive RTCP feedback reports. It takes several seconds to reach its maximum level. So, ASMP is “slower” than PLM in responding to network congestion.

Table 4.4 shows the results of packet loss ratio (PLR) and average throughput. 3% packet loss in multimedia transmission presents the 30% reduction in video quality (Christos Bo, 2009). In this scenario, the packet loss ratio of PLM protocol is 0% which represents the 0% reduction in video quality. Packet loss ratio of PLM protocol is 0%, because PLM receivers use convergence algorithm to use bandwidth efficiently and to avoid congestion. In convergence algorithm adapts subscription level. Where as in ASMP packet loss ratio is 3% because, it has higher feedback intervals for RTCP reports. Average throughput of PLM is greater than the average throughput of ASMP. So on the basis of these results, it can be mentioned that performance of video quality in PLM is better than ASMP.
	Scenario II
	Metrics
	ASMP
	PLM

	
	PLR
	3%
	0%

	
	Avg. Throughput
	205Kbps
	260Kbps


Table 45. 4: Results

4.4.3 Experiment III: Heterogeneous Network
In this scenario, the topology used is represented in Figure 4.1, with heterogeneous multicast receivers. Different multicast receivers have different link capacity, such as: multicast receivers1 (MR1) at 2Mbps, multicast receivers2 (MR2) at 1Mbps, multicast receivers3 (MR3) at 512Kbps, multicast receivers4 (MR4) at 256Kbps, multicast receivers5 (MR5) at 128Kbps and multicast receivers6 (MR6) at 64Kbps. Its main purpose is to test the efficiency of congestion control mechanism.

This simulation was run for 350 seconds. At the beginning of the simulation, multicast (PLM, ASMP) receiver MR1 joins the session. At time 40 seconds, MR2 joins, at time 80 second MR3, at time 120 second MR4, at time 160 second MR5 and at 200 seconds MR6 joins the session. TCP connections are run to generate background traffic with different joining time, such as TCP1 joins at 30sec, TCP2 joins at 60sec and TCP3 joins at 90sec and different leaving timesuch as TCP1 leaves at 140sec, TCP2 leaves at 170sec and TCP3 leaves at 200sec. There was no background traffic between 200sec to 350sec time interval.

In this simulation, at time 0sec PLM sender starts its data and MR1 joins it. During time 1sec to 29sec, MR1 receives data at its maximum rate, i.e. approximately 550Kbps to 600Kbps, because R1 to R2 has the link capacity 600Kbps. At 30th sec, TCP1 connection starts its transmission. At that time PLM protocol reduces its throughput 60Kbps to 300Kbps, because PLM has the property of TCP-friendliness. At time 40 seconds, MR2 joins the session and achieves maximum throughput (approximately 300Kbps). After that, TCP2 connection starts its transmission at time 60 seconds. At that time PLM receivers MR1 & MR2 reduce their throughput 180Kpbs to 200Kbps. Because at the same time there are three connections, it must share the bandwidth of the congested link between the routers R1, R2 which is 200Kbps for each connection. The same behavior is performed during 80 seconds to 139 seconds when the remaining nodes, MR3 and MR4, join the session and TCP3 connection starts its transmission. When the transmission of TCP1 traffic stops (140th second), the PLM receivers gradually again reserve the available bandwidth. During the time 141 seconds to 200 seconds, same behavior is adapted when the remaining TCP2, TCP3 stop (170th & 200th second) their traffic. During the simulation 200 seconds to 350 seconds, there is no background traffic. Only PLM session was running.

It is obvious from Figure 4.7 that PLM mechanism has "friendly" behavior to TCP traffic and good behavior during network congestion condition. When the transmission of TCP traffic starts, the PLM receivers reduces its receiving rate and when the transmission of TCP traffic stops, the PLM receivers again reserves the available bandwidth.
Figure 415. 8: Throughputs of ASMP Receivers
In this simulation, at time 0 seconds, ASMP sender starts its data and MR1 (1sec) joins it. During time 1 second to 29 seconds, MR1 receives data at its maximum rate, i.e. 600Kbps, because R1 to R2 has the link capacity of 600Kbps. At time 30 seconds, TCP1 connection starts its transmission. At that time, ASMP protocol reduces its throughput 600Kbps to 300Kbps, because ASMP has the property of TCP-friendliness and receivers prefer smaller transmission rates due to congestion condition and the ASMP sender releases bandwidth for TCP traffic to use it. At time 40 seconds, MR2 joins the session and achieves maximum throughput, approximately 270Kbps. Because the ASMP receivers transmit RTCP receivers reports with the use of RTCP adaptive feedback mechanism and the ASMP sender updates its sending rate according to the RTCP receivers reports and runs the update sender rate algorithm every 1000ms. After that, TCP2 connection starts its transmission at time 60 seconds. At that time ASMP receivers, MR1 & MR2 reduce their throughput 270Kbs to 60Kbps. The same behavior is adopted during 80 seconds to 139 seconds, when the remaining nodes, MR3 and MR4 join the session and TCP3 connection starts its transmission. When the transmission of TCP1 traffic stops (140th second), the ASMP receivers gradually reserves the available bandwidth again. During the time 141 seconds to 200 seconds, same behavior is adopted when the remaining sessions, TCP2 and TCP3 stop (170th & 200th second) their traffic. During the simulation, 200 seconds to 350 seconds, there is no background traffic. Only ASMP session is running. At that time, sending rate is according to more than average value of the lowest receivers MR5 & MR6. Therefore ASMP sender finds the transmission rate that satisfies most of the group of receivers.
4.4.3.1 Throughput
There are two different situations. In situation1, there is no background traffic and only multicast session (ASMP/PLM) is run. Figure 4.9 shows the average throughput of multicast session (ASMP/PLM) during the simulation 200sec to 350sec. While in situations2, there is a TCP session as background traffic and different multicast receivers join with different timings. Figure 4.10 shows the average throughput of multicast sessions (ASMP/PLM) during the whole simulation time.

In both situations, throughput of PLM is greater than the ASMP. This is because PLM uses the pp (packet pair) technique to measure the available bandwidth and FQ (Fair Queuing) to enforce fairness. While ASMP uses the analytical model of TCP to measure TCP-friendly bandwidth shares. Thus, PLM performs better than ASMP.

Figure 4.11 shows the packet loss of multicast session (ASMP/PLM) during the simulation 200 seconds to 350 seconds. Graph shows that ASMP receivers, such as MR1 (2Mbps), MR2 (1Mbps), MR3 (512Kbps), and MR4 (256Kbps) has zero packet loss. Whereas, MR5 (128Kbps) and MR6 (64Kbps) have 0.07% and 0.20 % packet loss respectively. Because ASMP is the single rate multicast congestions control protocol which adapts single rate on the basis or RTCP receiver's feedback report. Figure 4.8 shows that when different ASMP multicast receivers join the session with different link capacity, and then the ASMP sender reduces its transmission rate according to minimum link capacity receivers. Therefore the receivers prefer smaller transmission rates due to congestion condition and the sender reduces its transmission rate approximately to 135Kbps and keeps this transmission rate for the next 150 seconds. Because transmission rate is approximately 135Kbps for the simulation time 200 seconds to 350 seconds, so all the receivers (MR1, MR2, MR3 and MR4) which have the highest link capacity than the transmission rate achieve maximum throughput 135Kbps and no packet loss. Whereas MR5 and MR6 have the lowest capacity than the transmission rate, so these two receivers encounter packet loss due to congested links.

Figure 4.11 shows the PLM packet loss. PLM receivers MR1 (2Mbps), MR2 (1Mbps), have the same packet loss because the congested link capacity R1 ,R2 is 600Kbps and granularity of each layer is 20Kbps. PLM is the multi-rate multicast congestion control protocol and the source sends data via cumulative layers. These (MR1, MR2) receivers subscribe maximum 30 layers, MR3 subscribe maximum 25 layers, MR4 subscribe maximum 12 layers, MR5 subscribe maximum 6 layers and MR6 subscribe maximum 3 layers. PLM encounters packet loss because sometimes its detected available bandwidth is higher than real bandwidth, so PLM will add more layers than the network can handle and congested link may overflow, which will cause packets loss.

Results (in figure 4.11) show that ASMP has less packet loss ratio than PLM.
Chapter 5

CONCLUSION & FUTURE WORK
In this research activity, performance of single-rate multicast congestion control protocol (ASMP) and multi-rate multicast congestion control protocol (PLM) was analyzed in terms of four performance metrics: TCP-friendliness, responsiveness, packet loss and throughput. ASMP uses analytical model of TCP to measure TCP-friendly bandwidth share and Congestion Indicator (CI) to detect congestion. PLM uses packet pair (pp) technique to estimate the available bandwidth and fairness scheduler (FS) is used to enforce fairness.

Since ASMP claims TCP-friendly behavior, high bandwidth utilization, and smooth transmission rates, which are suitable for multimedia