Indexing only need one lookup

1. Switching vs routing:
The basic differene between swithcing and routing is that switching uses indexing for determining the next hop for the packet in the address table, Whereas routing uses searching.Indexing only need one lookup, so it is much faster than any search technique. Because of this, many network managers started thinking about replacing routers with switches and vendors flooded the market with several products under the name of switches. To differentiate there products, venders gave different names to them like layer 3 switch, IP switch, layer 4 switch, Tag switch, regardless of what product does, it is likely to be called a Switch.
1.1. Swithcing hubs:
They operate at layer 1 of the OSI ntworking model. Individual ports are assigned to different LAN segments. While they are usefull for managing configuration changes, it must be nonted that they still propogate contention among their ports and are, therefore different from layer 2 bridges.
1.2. Layer 2 Switching:
Layer 2 switching is just an other name of multi-port bridges. As we know bridges are used to extends the LANs without without extending the contention domain. So layer 2 swithces have been used in some places to replace the routers for connecting various LANs to produce one big flat network. But the problem with this approach is the broadcast traffic, which is propogated accross all ports of a layer 2 Switch. To solve this problem , 'Virtual LAN' or VLAN was developed. Basic feature of VLAN is to divide one large network into many independent and possible overlapping LANs. This is done by limiting the forwarding of multicast packets in these LANs . There are several ways of doing this:
· Port-Based grouping: Packets comming on the certain port may be forwarded only to subset of ports.

· Layer 2 address-based grouping: the set of output ports is decided by looking at the layer 2 address of the packet.

· Layer 3 protocol-based grouping: bridges can also segregate traffic based on the protocol type field of the packet.(2 bytes between the layer 2 and layer 3 address field).

· Layer 3 subnet-based grouping: for some layer 3 protocols, like IP, bridges can only forward traffic to other ports belonging to same IP subnet, For this they have to look at the layer 3 address of the packet.
In brief, VLAN switches modify the forwaring of bridged traffic, Devices referred as Layer 3 VLAN switches, still operate at layer 2 but they use some layer 3 information.

Although, ATM cell switching has layer 3 and layer 4 concepts, it is important to note that in most IP networks, ATM switches are used as layer 2 products.
1.3. Layer 3 Switching:
    There is no consistent defination of 'layer 3 switches'. They refer to wide variet of products. The main requirement is that these devices use Layer 3 information to forward packets. Therefore, as discussed in section 1.2, even Layer 2 VLAN switches with protocol/subnet awareness are sometimes referred as Layer 3 Vlan switches. Other producs in this category are:
1.3.1. Layer 3 routing functionality in VLAN swithes
   Pattern of network traffic is changing and 80-20 rule, which says 80% of all network traffic is intra LAN, is no longer valid. More traffic is crossing the LAN boundries these days. To forward this traffic, Vlan switches have to use layer 3 routing functionality. Tradiditionality, VLAN switches forward such traffic to some router server. However, as this type of traffic is interesting, it makes more sense to build this functionality within the switches. Many proprietary solutions are available for this.
1.3.2. Layer 2 ATM switching with IP routing
    Most of the service providers have invested in ATM technology for their backbones.They need to map IP traffic on the backbones. Threre are several approaches for mapping layer 3 traffic on the ATM circuits. Most of them aim at improving routing performance by seperating the transmission of the network control information from the normal data traffic. Control traffic passes through the routers and route servers while initiating call, while normal data traffic is switched through already published path. There are proprietary solutions for this like IP switching, and there are standard techninques like multi-protocol over ATM (MPOA) as well.
1.3.3. Label Switching:
    Label switching techniques address various issues including WAN route scalability, adding more functionality and high performance. Routing decisions are performaed once at the entry point to the WAN ad a label is inserted in the packet. Remaining forwarding decisions within the WAN are basaed on label switching. Tag switchinng is one proprietary solution based on this approach and IETF is developing a standard on multi-protocol label switching(MPLS).
1.4. Switching obove layer 3:
Layer-less switching and layer 4 switching are the new buzzwords in the industry. There is no consistent defication of that these terms mean. Vendors are adding ability to look at layer4 header information into layer 3products and marketing them as layer 5 or layer-less switches Products operating at layer 2 and 3 handle each packer the same way whether it is part of a long flow betwrrn two hosts and one travelling alone. But at layer 4 and higher, there is an awareness of the flows and the higher-level applications to which this packet belongs. This information can be used to provide differentiated services and implement servic level agreements in the network.
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