Granularity in granular computing
Granular computing (GrC) is a computing paradigm of information processing. It recognizes and exploits the knowledge present in data at various levels of resolution or scales. How to select the proper level of granularity is crucial to the applications of granular computing. In this paper, we propose an efficient approach for selection of the proper level of granularity in GrC. We apply it in the step of discretization of massive data set and obtain a Fast Massive Data Set based Discretization Algorithm (FMDSD). Experimental analyses show that the FMDSD algorithm improves the speed of classification base on holding the predictive accuracy. The success of the FMDSD verifies that the approach for selection of the proper level of granularity is feasible and efficient.
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Introduction
Granular computing (GrC) is a computing paradigm of information processing. It concerns the processing of complex information entities called information granules, which arise in the process of data abstraction and derivation of knowledge from information[1]. Generally speaking, information granules are treated as a collections of entities that are grouped together due to their indistinguishability or similarity, functional closeness or any other criterion. GrC encourages an approach to data that recognizes and exploits the knowledge present in data at various levels of resolution or scales [2]. It can be conceived as a framework of theories, methodologies, techniques, and tools that make use of information granules in the process of problem solving. It is rather an approach to looking at data that recognizes that different and interesting regularities in the data can appear at different levels of granularity [3-4]. Therefore, it is vital to study how to select the proper level of granularity in the applications of GrC. However, to our knowledge, there is no work on this topic at present. In this paper, we propose an approach for selection of the proper level of granularity and demonstrate it by discretization in data mining.

The remainder of the paper is organized as follows. An approach for selection of the proper level of granularity and its application on discretization is outlined in Section 2. Section 3 is an experimental evaluation of the proposed method. The paper ends with conclusions and further research topics in Section 4.
· An approach for selection of the proper level of granularity and its application on discretization

· An approach for selection of the proper level of granularity
The approach for selection of the proper level of granularity in GrC is outlined as follows. First, domain is granulated into multiple different levels of granularity. Then, for each level, calculate the evaluating value by the evaluation criterion. For example, the classification accuracy in decision tree is chosen as an evaluation criterion. Finally, the optimal level of granularity is obtained by comparing evaluating values. The framework of the proposed approach is shown in Figure 1.
Discretization
Discretization plays an important role in data mining. It is usually needed to obtain the discrete values of the continuous attributes because most of algorithms only deal with the discrete values. Especially in massive data, discretization is an important step of preprocessing. However, the selection of the optimal discretization algorithm for the continuous attribute processing is a NP complete problem[5].

There are many works on discretization algorithms. For example, Su and Hsu developed a discretization algorithm based on a partitioning combining [6]. Nguyen proposed a discretization and greedy algorithm based on importance of cut-points[7]. However, existing algorithms are inefficient to discretize the real valuable massive data. Hence, it is necessary to study an efficient discretization algorithm for massive data.
A new discretization algorithm based on the proposed approach
Discretization is regarded as an important component of GrC. In this paper, discretization may also refer to modification of variable of category granularity, as when multiple discrete variables are aggregated or multiple discrete categories fused. Therefore, we apply the approach for selection of the proper level of granularity to discretization and propose a Fast Massive Data Set based Discretization Algorithm (FMDSD). The FMDSD has following several steps.
1. Sample the data from the massive data. Here, the random sampling is used.

2. Classify the sampled data with clustering dynamically. K-means clustering is selected here.

3. Compare and obtain the optimal cut-points set.
Remark: Here, we only discuss that the domain of the discourse contains the single condition attribute and decision attribute.

The pseudo-code of the FMDSD algorithm is shown in figure 2.
Experimental evaluation
In order to verify the feasibility and effectiveness of the discretization model, we conducted experiment using the data set "MAGIC Gamma Telescope"(MGT)[9]. It contains 19020 instances. There are ten continuous attributes in it, and we discretize them respectively. The FMDSD algorithm was implemented in C++ and ran in Win7 environment having machine configuration Interl(R) Core(TM)2 P8400, 2.26GHz, and 2048MB RAM.

The discretization is considered as a preprocessing step of the Na�ve Bayes(NB) classifier and J48(an open source Java implementation of the C4.5[8] algorithm). We ran NB and J48 on both the original data sets and the discretized data sets in the weka[10] data mining tool. The 10-fold cross-validation test method was applied to all data sets. Each data set was divided into 10 parts of which nine parts were used as training set and the remaining one part as the test set. The experiments were repeated 10 times. The final results were taken as average of the 10 results. The experimental process includes two steps:
· Step 1: Discretization. The data sets are discretized using the FMDSD algorithm.

· Step 2: Comparison. The discretized data sets are sent into both NB and J48. The predictive accuracy and its standard deviation are listed in Table 1.
Conclusions
In this paper, an approach was introduced for selection of the proper level of granularity in GrC. Then, its application on discretization was outlined and a fast massive data set based discretization(FMDSD) algorithm, was proposed. Our future research work will focus on its applications on other cases, such as the discretization of multiple condition attributes and decision attributes. We also plan to study a dynamic and heuristic approach for selection of the proper level of granularity in GrC.
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