First instance to explain
This essay sets out in the first instance to explain the terms accountable, responsible and failure and apply them to the statement that "It is generally accepted that complex IT projects have a high failure rate, but computer professionals cannot be made accountable and held responsible for this shortcoming".

The meanings of accountable, responsible and failure are very intricate both as singular words but their complex nature is magnified when they are applied within a computing environment. The terms will not be defined exhaustively but will be explained in brief to allow an understanding of their place and meaning within the computing profession.

The essay will then go on to look at failure, its causes and argue the case for the statement above. This will look at legislative moral and ethical examples and will be backed up with evidence from various sources. The peace will conclude with a brief summary of what has been laid out within the main body of text with observations made by the author.

"To be accountable is to be answerable or required to answer for one's actions. Sometimes the term "accountable" is used with a moral connotation ("normatively") meaning morally required to answer for one's actions without specifying to whom one is accountable". (Online Ethics Center for Engineering, 2006).

"More often "accountable" is used descriptively to describe the sociological fact that a person or organization in question is required to answer to a particular party by some rules or organizational structure." (Online Ethics Center for Engineering, 2006).

Responsible can be used in moral, non-moral, ethical, legislative, forward and back looking forms, which means that its use could quite easily be, but should not be taken out of context, "One is responsible for achieving (or maintaining) a good result in some matter. The idea is that one is entrusted with achieving or maintaining this outcome, and expected to both have relevant knowledge and skills, and to make a conscientious effort". (Online Ethics Center for Engineering, 2006).

The above is a forward thinking moral view of the word and should not be confused or replaced with the more lateral and casual meaning and form implying liability. Again from OEC, "the storm was responsible for three deaths and heavy property damage," meaning that it caused these outcomes, we do not mean to attribute moral responsibility to the storm. Storms do not have moral responsibilities, and are neither responsible or irresponsible in the moral sense". (Online Ethics Center for Engineering, 2006)

Oxford University Press gives the definition of failure as, "1. Lack of success. 2. An unsuccessful person or thing. 3. the omission of expected or required action. 4. An instance or the state of not functioning." (Oxford University Press, 2006).

The above definitions appear at first to be simple but when applied to a subject that is as abstract as computing it becomes apparent that there are shades of failure and the edges start to blur a little.

According to the findings of the original Chaos Report (The Standish Group, 1995), there are four main areas that define what failure is and these were used to assess whether a project was deemed to have failed in the report. These were Restarts, Cost Overruns, Time Overruns, and Content Deficiencies. (A restart being a project is scrapped in its early stages and started over).While this list is not extensive it is an indication that failure of a project is not always just about software and or hardware falling short of the expected performance levels once it has been completed causing a cataclysmic disaster. This highlights a need for clearer and more exact phrasing than an umbrella statement, when it comes to determining what is deemed to be a success and failure.

The CHAOS REPORT (The Standish Group, 1995) also highlights the key causality of most project failures. A lack of the following ingredients come high on the list of determining factors as to whether a project was likely to succeed or fail. User involvement, executive management support, clear statement of requirements, proper planning, realistic expectations, smaller project milestones, competent staff, realistic expectations, ownership, clear vision & objectives and hard working focused staff all played a major part in success rates being low.

To support the findings the report gives examples of two similar projects with two very different outcomes were given. The first example is that of American Airlines who went in to a joint venture along with Budget Rent-A-Car, Marriott Corp and Hilton Hotels. The project failed at a cost of $165 million causing a lawsuit which American Airlines lost. The case for the developers cited the major causes to be incomplete statement of requirements, lack of user involvement, and constant changing of requirements and specifications. At the same Hyatt Hotels was developing a system to allow its clients to call from anywhere, this included cellular aviation technology (airplane phone) utilising an automated system to book a room, order a car or bus to get them to it while still travelling. On arrival their keys would be waiting for them at an express desk. This project had full backing of the executive managers, realistic targets, user involvement, small milestones and a complete and full specification. The whole project cost $15 million. Confirming that sometimes the destiny of a project is to fail because of circumstances and people out with the control of the computing practitioner (CP).Although it is argued that "Rather than accepting (full or partial) responsibility, owners and creators shirk responsibility by, e.g., blaming the client for providing inadequate specifications" (Gotterbarn, 2001), suggesting that rather than a reason for failure, lack of client specification and input is more an excuse to divert attention from poor management and analysis in the initial stages.

Another reason for projects having an unsuccessful outcome is the notion of ethical neutrality that is held by many CPs. This is in part due to a problem solving mentality caused by training that is received. A comparison is drawn with a project being a little like solving a crossword puzzle and just like solving a puzzle any consequences become insignificant, "It is believed that there is no responsibility beyond solving the puzzle, other than to properly dispose of the paper on which it is written. The same assumptions are made about solving computing problems". (Gotterbarn, 2001).

He goes on to cite a case of a project requested by the US military for a portable anti-aircraft gun. There was a detailed specification of the expected accuracy and range of the weapon. The project was completed in time, on budget, outperformed the specification for both range and accuracy. Sadly though a lack of foresight on the part of the developer meant that the weapon would at times be prone overheat. This would in turn have the knock on effect of burning the user of this shoulder held device to such an extent it would actually kill them. In this scenario the developers successfully completed a project meeting all the criteria set out in the CHAOS report project itself was an unmitigated disaster.

Having only been around properly for a couple of decades computing is still in its infancy there are many grey areas with regard to the law and the responsibility that the CP has towards their client or end user.

In law to determine whether someone is accountable and or responsible you need to apply liability torts. This has led to particularly complex arguments which have left the courts with an issue of reviewing every case on its merits.

Key areas that are problematic in determining who should be held liable in such cases are determining whether cases should be tried under theories of, malpractice, breach of implied or express warranty, breach of contract, negligence or product liability, It is further explained, that one of the other major problems is to determine whether or not, "information and information systems should be considered goods or services". (Cardinali, 1998).

"Judges are well schooled in their discipline but are not computer scientists". (Reddy, 1995). A court cannot pass judgement on a subject that they know little about and be sure that they have delivered justice to all. Although this has been sad the use of Liability limitation clauses has become widespread. The difficulty of determining liability is reduced greatly by this simple statement and has become part of the norm. It is still challenged in larger cases where there are large sums of money at stake.

This was highlighted in the case of, Mortenson versus Timberline, (1999),Where a failure in the "Bid Day" software developed and supplied by Timberline and causing Mortenson to put a bid in for a $1.9 million short of the actual costs in a contract they had won for a health centre. The court found in Timberlines favour which meant Mortenson had to swallow the costs. Mortenson appealed the decision but the court of appeal returned that despite evidence showing explicit instructions on the original purchase order that were not carried out by Timberline , "(1) the purchase order was not an integrated contract; (2) the license terms were part of the contract; and (3) the limitation of remedies clause was not unconscionable and, therefore, enforceable". (M.A. MORTENSON COMPANY, INC., Petitioner, V TIMBERLINE SOFTWARE CORPORATION and Softworks Data Systems, Inc., Respondents., 1999).

Ethics and morals should not be confused with one another but may be used in conjunction with one another. As touched on earlier budgeting and time running out can be a cause of failure and has been in part attributed to lack of client and or end user participation. (The Standish Group, 1995) This is countered when looking at the words from Donald Gotterbarn in his interview for crossroads periodical where he states it is important to be ethical but you must be moral about it. If time is going to be overrun or costs greater, it is important to notify and explain fully to the client any and all implications from the onset and not once the project has started. (Reddy, 1995). A case of not just giving the client what they want but giving them what they need.

As time has moved forward computers have been given a bigger role within society giving the impression that, "we have 'delegated' or 'abdicated' our decision-making powers to computers and have made computers responsible for outcomes for which human beings used to be responsible" (Ladd, 1989).

This highlights how important testing is to ensure safety for both the system and the client, offering protection from physical harm, financial hardship or system failure. This is backed up by, (Thompson, 1999) with his views that just like humans that are trained, assessed and certified so should computer systems if they are to carry out such important roles in society.

Ethical neutrality is one argument that has been used to defend CP accountability. The view of (Nissenbaum, 1994) that the very nature of many projects involving large numbers of people, possibly scattered across great distances allows for neutrality to the moral and ethical issues of responsibility and supported the theory it would be impossible to apportion blame. On balance with this though is the statement made by (Ladd, 1989) that, "one person's being responsible does not entail that other persons are not also responsible". Pointing out that it is not always necessary to find a single person and sometimes many people can be at fault and should be brought to account.

The distancing from errors has also been a factor in finding persons or people accountable or responsible. Using the terms "bugs" and "computer failure" have given the impression that the machine or some sort of malevolent insect has cause failure to occur, rather than use the words coding error or systems failure, which apportion blame on developer. (Gotterbarn, 2001) (Nissenbaum, 1994). This could be overcome by quite simply by designing systems that take away the accountability of the computer. (B, Friedman, & Millet, 1997).
Summary
Research for this essay gave rise to many questions about the statement itself and the meaning behind it. The complexity of the subject and key words used made it ambiguous at times. The statement could be approached as questioning "could we" hold CP's responsible. It could also be taken as "should we" hold CPs responsible. The first slant on the statement has an ambiguity to it confusing the issue further. The essay looked at both of these meanings and defined the key words in the statement and the reasons for failure. The essay responded to the question "could we" hold CPs accountable showing that while liability torts could they are confusing and somewhat difficult to prove when applied to computing. It then moved on to show that through the course of time there have been many good reasons why we "should not" hold CPs accountable such as distributed workload and being unable to pinpoint the problem, client issues that not only hinder a successful outcome but promote failure. As time has moved on and the industry progressed and become more mainstream society expects the same from computing as it does from any industry. The ethics and moral stance on computing is almost as confusing as the legislative arguments, but with computer systems carrying out more complex tasks each day, many of which are life critical it is important to ensure that somebody can be held to account to ensure the safety of others. If society feels that someone should be held accountable then a demand for systems to be tested and or redesigned then society must insist on it. The author uses the term Computer practitioner and CP rather than Computer Professional, based on his belief that until licensing is in force and there is a regulated enforceable set of rules we cannot be put under the same banner head as doctors and civil engineers. A belief that this will come in to force in the future when demand for direct responsibility and accountability for failure as systems become ever more a part of day to day living.
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