Exploring cloud computing

Abstract
The aim of the project is to explore the impact of cloud computing and virtualization on applications. In this project, the following concepts have been studied on a theoretical basis and the usage of these concepts has been observed in popular products like Amazon Elastic Compute Cloud and Google App Engine. These concepts have been applied to an application through the use of a middleware cloud computing solution, GigaSpaces XAP(Extreme Application Platform). The strategies used are using multiple instances of the application deployed on virtual machines, observing what is the overhead of virtualization, exploring load balancing and also observing backup and reliability issues in cloud computing. The testing method that we have used for the performance is black-box testing and the type of black-box test used is load test. Based on these results, impact of virtualization has been discussed in this report.
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Chapter 1: Introduction

Background
Cloud Computing has been a revolution in the recent ages. The idea of providing computing capabilities backed by highly scalable infrastructure over internet is slowly being accepted by the users. Dynamic scalability and elasticity are provided by these services. External providers like Amazon Web Services and Salesforce.com are providing all sorts of computing capabilities over the cloud. Top firms such as Google, and Microsoft also have capitalized on this area with a wide-range of offerings.

The companies are not only shifting to cloud computing but they are also adopting underlying technologies such as Virtualization. IBM is selling the concept of having an internal cloud in companies where one can offer their own IT capabilities over the cloud. All these technologies are enabled by Virtualization.

One of the primary examples of a massively scaled application which makes use of cloud computing is Facebook. There are more than 400 million users on Facebook (1). More than 5 billion pieces of content (web links, news stories, blog posts, notes, photo albums, etc.) are shared each week on the website. Facebook is even used as intranet in some companies. This all is possible because the massive scalability and elasticity of the cloud computing architecture underlying Facebook.
GigaSpaces XAP
GigaSpaces XAP is a high-end application server which specializes in providing high performance and scalability, application level clustering and high availability. This application server has virtualization at various levels.It allows users to deploy applications, partition a physical machine into various physical machines, and create back-up instances for reliability. This application server has been used in the project. Further details and working of GigaSpaces XAP has been discussed in Chapter 3.
Operation Mobilisation Web Application
It is an intranet on which users can check the latest happenings on the operation mobilisation front. One can check resources such as articles and photos. OM also hosts hundreds of short mission trips world-wide for user to choose to work with a group of volunteers. This is the application which has been used for performance measurement.
Motivation
The motivation behind this project is to see the impact of virtualization and cloud computing. These approaches are chosen because of the following reasons:
· Utilizing the resources of the physical machines totally by running some virtual instances on it

· Explore a non-expensive approach to increase performance of application.
Objective
Objective of the project is to explore different kind of architecture which can be formed using GigaSpaces XAP and their impact on the throughput, response time and other performance characteristics. The limitations imposed by physical machine on virtualization are also seen.
Scope
The scope of the project comprises the following:
· To have the overview of the original architecture of the OM Legacy System

· To study cloud computing and its' advantages

· To look at various kinds of virtualization

· To understand the underlying architecture of GigaSpaces

· To design and implement some architectural patterns on GigaSpaces XAP

· To measure the performance of these pattens

· To use Jmeter for load testing

· To draw conclusions from these results
Software Resources

Chapter 2: Technical Background
What is Cloud Computing?

Cloud computing is one of the most innovative uses of internet in the recent ages. "Cloud" stands for internet. The major objective of cloud computing is to make resources like computing power, computing infrastructure, applications and business processes, available over the internet. These services can be delivered to one as a service wherever and whenever one needs.

Cloud computing involves abstraction at each level in computers for example abstraction from infrastructure resources. The architecture of cloud computing makes it easier to treat computing systems as a pool of resources rather than different machines or individual components which have to be taken care of. In this way complexity is taken care of and the systems become more convenient to maintain. A cloud architecture diagram is shown in the figure below. (1)

Typical providers of cloud computing offer business applications which are offered to the customers which can be accessed using web browsers and the data, software and computing are done in remote data centres. Not only business application, but also storage capacity and platforms for development are provided to developers through cloud computing.
Characteristics of Cloud Computing
Cloud Computing has the following characteristics. (2)
Elasticity
Elasticity basically implies that the cloud has to be designed in such a way that it can scale upward for high periods of demand and downwards when the demand is low. That means whatever resources are being provided over the cloud, whether it be computing power or infrastructure resources or applications they can be requested and withdrawn accordingly. This leads to resources being utilized fully also unlike data centres it is easier to raise requests for

Example: -Amazon Web Services has an elastic cloud called Amazon's elastic computer where the user can gain access to virtual machines whenever they want. They offer infrastructure resources in an elastic manner. The number of virtual machines needed can be decreased and increased accordingly.
Scalability
Scalability basically comes from elasticity. Scalability is the ability to provide more resources dynamically. The key to it is that user does not need to engineer things so as to manage performance at peak load; the scalability of the cloud itself provisions resources accordingly.

Scaling can be done in 2 ways: -
1. Scaling vertically means to add more resources to one node. Virtualization technology plays a major role in it. One can make more Apache Daemon processes running on one node. Scaling horizontally means adding more nodes.

2. Scaling horizontally means to add more nodes.
Certain properties which need to be changed in order to achieve scalability are network bandwidth, storage capacity, transaction to the database per second, storage input/output operations and web server threads. (3)

Earlier one had to estimate what will be the maximum capacity and had to accordingly arrange for infrastructure or the other resources. So basically there could be 2 modes either under-buying or over-buying. Now due to cloud scaling, one can simply add capacity whenever needed. Following diagrams show the usage of resources scaled without cloud and those scaled with cloud. (3)

Example: - Facebook, Skype and ebay basically provide for scaling. eBay is also the basis for about 500,000 small businesses. These basically are "software as a service"(SaaS). Many people use them and their cost of expansion is very low. These sites are based on cloud computing and can completely scale themselves so as to incorporate the needs of the users.
Multi-tenancy
Multi-tenancy refers to the concept where a single instance of the software runs on a server and it allows multiple clients to work with it. A software application is used to partition the resources so as to partition the data and its configuration so that the client organization works with a customized virtual application instance.

Example:- A tenant can be an organization or a person which is using the services of the IaaS, SaaS or PaaS provider. For example Amazon Web Services provide tenants with hardware resources. For example if SmugMug uses this for photo sharing, it is a tenant of Amazon Web Services.
Measured Service
The usage has to be billed. The cloud services like Google, Facebook and Gmail are billed. In order to charge for it properly there are two things you need to take care of:- service management and security management.

As far as service management is concerned, "utility computing" is used to charge for cloud computing services. The Quality of Service (QoS) standards and the Service Level Agreements(SLAs) have to be taken care of. If a company is subscribing to the cloud computing services, they can specify that they want an uptime of 99.99% and other parameters like these.

Example:- Amazon simple storage service(Amazon S3) provide their customers with database storage capabilites. It provides web interfaces for storing and retrieving data everywhere. The cost of these services are based on the amount of storage units, data transfer requests and other requests.
Major Types of Cloud Computing
The cloud services can be divided into three distinct models. Sometimes a service might also be a hybrid of these models. Following are the three models.
Infrastructure As a Service
In Infrastructure As a Service(IaaS), a vendor provides computing resources. The customer instead of setting up its' own data centre uses these services. Dynamic scaling and measured service are essential in IaaS. Service Level Agreements are made regarding the scaling capabilities.

Example:-Amazon's Elastic Compute Cloud(Amazon EC2) offers customer access to virtual machines through web based interfaces. The customer can specify what operating systems he has to use and the infrastructure resources are changed dynamically.
Platform As a Service
In Platform As a Service (PaaS) , a vendor provides not only infrastructure but a solution stack. It provides all the resources needed to develop an application both for runtime and developing. Web Hosting used to provide complete developed software solutions. PaaS extends to this function by providing software lifecycle management right from design to testing to deployment. No management is needed for the infrastructure resources being used. Everything happens in the cloud.

PaaS is offered with dynamic scaling and is multi-tenant. However issues like security and access has to be given attention to

Example:-Google App Engine provides its' customers a platform to build web application. The customer just needs to provide the URL to the Google App Engine and maps the code to the development platform of Google. The engine takes care of the life cycle of application, handling data flow, managing the database beneath and request logs. It has fully integrated development environment.
Software As a Service
In Software As a Service(SaaS), business applications are hosted by the vendor and delivered as a service. The major demand for SaaS started, when the small and medium sized companies realized that the mainframe systems were too costly and maintaining in-house software was too complex. Thus the software solutions offered over the cloud suddenly became popular.

Example:- Customer Relationship Management is the major market for SaaS. Salesforce.com is a packaged SaaS which provides business intelligence, e-commerce solutions and financial capabilities over the cloud to its' customers.
Virtualization

Introduction
We have discussed cloud computing. As spoken earlier in order to implement cloud computing, the infrastructure resources have to be separated from the business processes and the applications. Virtualization is the technology which helps one achieve this.
Types of Virtualization
Virtualization occurs at all levels in cloud computing architecture. The levels are shown in the figure below along with some market products used for virtualization at that level.
Server Virtualization
Server Virtualization is focussed on partitioning a physical instance of an operating system into a virtual instance or a virtual machine. True server virtualization products will let you virtualize any x86 or x84 operating system such as Windows or Linux. There are two aspects of server virtualization.
· Software Virtualization
Software virtualization runs the virtualized operating system on top of a software virtualization platform running on an existing operating system.
· Hardware Virtualization
Hardware virtualization runs the virtualized operating system on top of a software platform running directly on top of the hardware without an existing operating system. The engine used to run hardware virtualization is usually referred to as an hypervisor. When working with server virtualization, the physical server becomes a host for all of the virtual operating systems or virtual machines(VMs), which become workloads working on top of this host.
Storage Virtualization
This kind of virtualization is used to merge the physical storage from multiple devices so that they appear on one single storage pool. The storage in this pool can take several forms Direct Attached Storage(DAS), or Storage Area Networks(SANs).

One of the key strengths you will be able to obtain from storage virtualization is the ability to rely on thin provisioning or the assignation of a logical unit(LUN) of storage of a given size, but provisioning it only as-needed basis. For example, if you create a LUN of 100 gigabytes(GB) and you are using 12 GB, only 12 GB of actual storage is provisioned. This significantly reduces the cost of storage.
Desktop Virtualization
Desktop virtualization allows you to rely on virtual machines to provision desktop systems. Desktop virtualization has several advantages the least of which is the ability to centralize desktop deployments and reduce distributed management costs because users access centralized databases.
Network Virtualization
It lets you control the available bandwidth by splitting into independent channels that can be assigned to specific resources. For example, the simplest form of network virtualization is the virtual local area network (VLAN), which creates a local segregation of a physical network. In addition, server virtualization products support the creation of virtual network layers within the product itself. For example, using this virtual network layer would let you place a perimeter network on the same host as other production virtual workloads without impacting either of the networks or letting the virtual machines access each other.
Application Virtualization
Application Virtualization uses the same principle as software-based Server Virtualization but instead of providing an engine to run an entire operating system, Application Virtualization decouples productivity applications from the operating system.
Data Centres
A data centre is a facility used to keep computer systems and storage systems. It has the cooling capabilities and other environmental controls to keep the computer systems functioning. The era of virtualization has made a major impact on data centre and the housing of computer systems as such.
Overcoming hardware under-utilization in a data centre
Last decade has shown excessive improvement in the hardware. Unlike older days when software had to be executed on inefficient hardware, the hardware now is so efficient that software uses only a part of the available processing power.

Many data centres have machines running at only 10 or 15 percent of their capacity. 85-95% of the machines power is unused. This is where server virtualization comes into play in order to introduce more virtual machines on a single physical machine and thus use the computing resources to the maximum. (5)
Overcoming the problem of space in a data centre
Till 1985 majority of business processes were paper based now all the processes are computerized. This requires higher number of servers. Slowly real estate costs of the server farms are increasing. This leads to the higher demand of the virtualization software so as to use the existing infrastructure to the maximum.
Overcoming the problem of energy cost and administration cost in a data centre
The energy cost of running the computers with the rise in computerized sources. Computers require care by the administrators. Tasks like monitoring hardware status, installing application patches, monitoring critical server resources such as memory, back up of the storage in a server. This job is very intensive.

Virtualization can reduce this job by about 30 percent to 50 percent as the number of physical machines is lesser. (5) Also as the pool of resources become common the application patches can be modified over the internal or external cloud.
Chapter 3: GigaSpaces XAP

GigaSpaces
GigaSpaces is a company which provides innovative application platforms for Java and .NET platforms. Their products differ from the traditional application servers. It is a middleware solution which aims at low latency rates and increased scalability. Middleware basically refers to the software connecting many applications. It comes in between the application code and the run-time infrastructure. GigaSpaces specializes in creating such middleware solutions.

These middleware solutions created by GigaSpaces enhance performance through virtualization over cloud and non-cloud environments and in-memory caching. Parallel processing engines, easy scalability and shared memory are the keys to GigaSpaces being popular among Fortune 500 companies.
GigaSpaces XAP

Introduction
GigaSpaces XAP is the flagship product of the company GigaSpaces. The developers use this product for transactional web based applications. It is an application server which provides its' clients with scalability, high throughput and low latency
What are Application Servers?
Application Servers are basically frameworks which power web-based enterprises. They are necessary to support Web sites that use dynamic data - data that is prepared from one or more databases, from template files, from scripts and from user input. Examples of such sites are e-commerce sites and trading platforms. (4)

They are generally integrated with database. High-end databases have application-server functionality. Traditionally the role of the servers were mostly restricted to servers enabling generation of dynamic web pages however now the application servers provide a range of services to increase efficiency of web-based enterprises like clustering, fail-over and load balancing. (5)

The term "application server" does not generally refer to a machine but a piece of software. A more informal definition of application server can be a machine which processes data for distributed client machines. It's primary role is to make use of a multi-tier architecture which shows distinction between client, application server and database.

The figure below shows a multi-tier architecture:-
How does GigaSpaces XAP differ from traditional application server
GigaSpaces XAP differs from traditional application servers in its' underlying architecture. GigaSpaces provides linear scalability through concepts such as space based architecture, independent processing units, grid service managers and containers.
Product Architecture
The architecture of the product contains virtualization of the middle ware stack in various ways. The following diagram shows the virtualization stacks and the various layers in the GigaSpaces architecture.

Entire grids can be created on a single physical machine, due to the virtualization available over the entire middleware stack.
Concept of Processing Unit
GigaSpaces XAP aims at linear scalability. However with typical tier-based applications, linear scalability becomes a hassle. Given below is the architecture of a tier-based application. (7)

Extra overheads are spent on operations required between the tiers like queuing up messages and for scalability various factors have to be adjusted. For example in the data tier the number of database instances would have to be increased. For the business tier computing resources have to be increased. One has to scale up all the nodes and the tiers. Bottleneck for each tier becomes the bottleneck of the application and the high latency of one tier becomes a hassle.

The aim of GigaSpaces is to make sure that as we add n machines capacity increases by nX. In order to do so each machine must be self-sufficient. This gave rise to the concept of processing units. Space based architecture is the architecture which with help of processing units and space composed of all the tiers can produce linear scalability.

The key behind the processing unit is to collocate all the steps in a single Java Virtual Machine that can perform all the steps of a transaction on its' own and can handle a small number of users. The idea removes the need of sharing of state information. Each processing unit has its own messaging facilities.

Reliability can become a concern in this case. If the processing unit is stored in a single physical machine and the machine fails, this can result in breakdown of the application. In order to avoid this, one has to run two processing units on different machines or synchronize it with the data base and replicate it as shown in the figure below.

GigaSpaces also supports partitioning. It can partition requests based on content also. In Content based partitioning one just needs to read the content of the requests and forward them to the corresponding processing unit. As the application scales, the complexity increases. The following diagram shows the partitioned instances.
Grid Service Manager and Grid Service Container
The Grid Service Manager is an infrastructure service. The Grid Service Manager takes care of the deployment requests and un-deployment requests. Many Grid Service Managers can also be run on a single physical machine. The Grid Service Containers (GSCs) can be seen as a node in the grid. Various GSCs can be started on one machine. Multiple GSCs on single or virtual machine makes a Virtual Service Grid.
Chapter 4: Implementation
The chapter discusses the steps taken to implement different kinds of architecture for the OM Legacy Application on GigaSpaces XAP
Installation
GigaSpaces XAP 7.0.2 was downloaded and set up on a physical machine. The JAVA_HOME variable was set as GigaSpaces platform needs it.
Setting up OM Legacy System
Postgres SQL is the database server. The Postgres SQL server is set up. The SQL scripts are run using the command prompt and the databases are set up on the same physical machine.
Deploying the application (Single Instance)
The following architecture has been implemented in this section. It composes of a single processing unit on a single physical machine working on one database.

One needs to run (<gs root>/bin/gs-ui.(sh/bat) script to start the GigaSpaces management console. Now using the GUI one needs to start a grid service manager and one grid service container. Now deploy the processing unit in only one container. This architecture is also explored using various java heap space sizes.
Configuring Load Balancing
The following architecture was implemented:

To configure Apache to work with the load balancing agent one has to do the following:

One has to make sure Apache loads the load balancing module.

Step 1:- Following statements were added to the Apache configuration, located under <Apache home>/conf/httpd.conf
· LoadModule proxy_module modules/mod_proxy.so

· LoadModule proxy_balancer_module modules/mod_proxy_balancer.so

· LoadModule proxy_connect_module modules/mod_proxy_connect.so

· LoadModule proxy_http_module modules/mod_proxy_http.so
In order to monitor the load balancer configurartion, following statements were included in the Apache configuration.

ProxyPass /balancer !

# Proxy Management

<Location /balancer>

SetHandler balancer-manager

Order Deny,Allowz

Deny from all

Allow from all

</Location>

ProxyStatus On

<Location /status>

SetHandler server-status

Order Deny,Allow

Deny from all

Allow from all

</Location>

Step 2:- Apache GigaSpaces directory was made so that Apache load balancing agent can place the automatically generated load balancer configurations files there. This file can be created anywhere in the disk, as long as the load balancer agent has permission to write to this directory and Apache to read from it. The place used here is <Apache home>/conf/gigaspaces/.

Step 3:- Apache has to be instructed to include the configurations files made by the load balancing agent. This is done by adding the following to the Apache configuration file (the below snippet assumes that the directory created in the previous step is located at /opt/local/apache2/conf/gigaspaces/):

Include /opt/local/apache2/conf/gigaspaces/*.conf
Failover and Self Healing
The following architecture was implemented to explore failover and self healing:-

Three Grid Service Containers have to be started using the GigaSpaces User Interface. Two are declared as backup instances using the GigaSpaces user interface and one is the primary instance. The load balancing agent has to configured in the way shown in the previous architecture.
Chapter 5: Performance Measurement
This chapter discusses the test strategy that is used to measure the performance of the application.
Testing Strategy
The testing used is black box testing because one is completely oblivious to what is happening inside the system. The type of testing performed is load testing.
Test Tool
The software used is Apache JMeter. The test plan is configured using this software. The software also helps one execute the test plan.
Testing Environment
The system with following specifications is used for testing: -

Operating System :- Windows XP Service Pack 2

Processor: - Intel Core 2 Duo E6750 2.66 GHz

Memory: - 2 GB
Web Pages Tested
The web pages used for all configurations are: -
· Resource Bank Page

· Online Address Book page

· Ministry Plan page

· Opportunities to serve page

· Global Challenge Page

· View Resource Page

· GC View Event Page

· Office Details Page

· Edit Field Snapshot Page
Test Result to be observed
The test results to be collected are the Average Response Time as shown below: -

The various graphs shown in the GigaSpaces XAP console are also observed. Some of the graphs are shown below. The left hand side of the figure below show the heap memory usage and the right hand shows live Threads.

Two more kinds of graphs are generated by GigaSpaces XAP. The graphs are shown below. The left hand side shows the total number of classes loaded. The right hand side graph shows the CPU usage.
Approach of Testing and Execution
Three Architectures have to be tested. The varying parameters are Java heap space and the number of users determined by JMeter. The users are stated to be five and then they are incremented by five each time and the test plan is carried out till there is an error encountered.

These results are tabulated and then compared later.
· http://www.gogrid.com/cloud-hosting/scaling-with-cloud-computing.php

