Data mining will happen

Data Mining Algorithms
The users may think that only by loading the computer software; data mining will happen. Before moving forward with data mining many issues must be considered such as data pre-processing. Some users think about data mining; it is a data warehousing, SQL queries and reporting, software agents and online analytical processing (OLAP). The answer is; these are not data mining. Data mining increases computing power, improves data collection and management and it has statistical and learning algorithms. It is clear now decisions are not made by data mining; the people have to decide with their knowledge and experience.

Data mining is now being widely used in bioinformatics, genetics, medicine, education & electrical power. The major objectives of data mining are to verify the hypothesis prepared by the user and to discover or uncover new patterns. Data mining is done in four main tasks:

1- Classification: It is a data arrangement into predefined groups. The major algorithms in the classification are:
· Decision Trees

· Nearest Neighbor

· Na�ve Bayesian classification

· Neural Networks
2- Clustering: It is a method by which a large set of data is grouped into clusters of smaller sets of similar data. It is concerned with finding structure in a large set of data. Clustering can be used in Pattern Recognition, Image Analysis and Bioinformatics. Main algorithms of the clustering are:
· K-means

· Self organized maps
3- Regression model: It is borrowed from statistics. It permits estimation of a linear and non linear function of independent variables that best predicts a given dependent variables. It is modeling of the data with least errors.

4- Association rule Learning: It is a search for relationships between the variables. It is used in web mining, intrusion detection and bioinformatics.

Any statistical or data analysis techniques may be useful for data mining. Figures 1 and 2 below show the most commonly used algorithms in data mining.
Neural Networks:
Neural networks are used in system performing image and signal processing, pattern recognition, robotics, automatic navigation, prediction and forecasting and simulations.
Issues in NNs:
1. Learning/Training: A drawback of this process is that learning or training can take a large amount of time and resources to complete. Since results or data being mined are time critical, this can pose a large problem for end use. The NNs are better suited to learning on small to medium sized data sets as it becomes too time inefficient on large sized data sets.

2. Explicitness: The process it goes through is considered by most to be hidden and therefore left unexplained. This lack of explicitness may lead to less confidence in the results and a lack of willingness to apply those results from data mining, since there is no understanging of how the results came about. It is abovious this as the data sets variable increase in size, that it will become more difficult to understand how the NNs came to it conclusion.

3. Lackness of Knowledge: The lack of knowledge or general review on which type of NNs is best might result in the purchase of an application that will not make the best predictions or in general will just work poorly. Limit tradition of experience on which to draw when choosing between the nets that are on offer.

4. Lack of problem solving: The computer will never able to produce a solution that a human could not produce if given enough time. As a result the user has to program problems and solutions into the computer so that it can decide what are the best solution. If the user has no answer the chances are there the computer will neither.
Decision tree:
Decision tree is used as an efficient method for producing classifiers from data. The goal of supervised learning is to create a classification model, known as a classifier, which will predict, with the values of its available input attributes, the class for some entity. In other words, classification is the process of dividing the samples into pre-defined groups. It is used for decision rules as an output. In order to do mining with the decision trees, the attributes have continuous discrete values, the target attribute values must be provided in advance and the data must be sufficient so that the prediction of the results will be possible.

Decision trees are faster to use, easier to generate understanding rules and simpler to explain since any decision that is made can be understood by viewing path of decision. They also help to form an accurate, balanced picture of the risks and rewards that can result from a particular choice.
Issues in DTs:
1. Small tree inherent problems with the representation.

2. It is good for small problems but quickly becomes cumbersome and hard to read for intermediate-sized problems. Special software is required to draw that tree.

3. If there is a noise in the learning set, it will fail to find a tree.

4. The data must be interval or categorical. Any data not in this format will have to be recorded to this format. This process could hide relationships.

5. Over fitting, large set of possible hypotheses, pruning of the tree is required.

6. DTs generally represent a finite number of classes or possibilities. It is difficult for decision makers to quantify a finite amount of variables. This sometimes affects the accuracy of the output, hence misleading answer. If the list of variables increases the if-then statements created can become more complex.

7. It is not good for estimation.

8. This method is not useful for all types of data mining, such as time series.
K-means Clustering:
Unsupervised Learning depends on input data only and makes no demands on knowing the solution. It is used to recognize the similarities between inputs or to identify the features in the input data. It is used for finding the similar patterns due to its simplicity and fast execution. It starts with a random, initial partition and keeps re-assigning the samples to clusters, based on the similarity between samples and clusters, until a convergence criterion is met.
Issues in K-means:
1. The algorithm is only applicable to data sets where the notion of the mean is defined. Thus, it is difficult to apply to categorical data sets. There is, however, a variation of the k-means algorithm called k-modes, which clusters categorical data. The algorithm uses the mode instead of the mean as the centroid.

2. The user needs to specify the number of clusters k in advance. In practice, several k values are tried and the one that gives the most desirable result is selected. We will discuss the evaluation of clusters later.

3. The algorithm is sensitive to outliers. Outliers are data points that are very far away from other data points. Outliers could be errors in the data recording or some special data points with very different values.

4. The algorithm is sensitive to initial seeds, which are the initially selected centroids. Different initial seeds may result in different clusters. Thus, if the sum of squared error is used as the stopping criterion, the algorithm only achieves local optimal. The global optimal is computationally infeasible for large data sets.

5. The k-means algorithm is not suitable for discovering clusters that are not hyper-ellipsoids or hyper-spheres.
Genetic Algorithms (GAs):
They are used in optimization problems, selection, crossover and mutation. They are called natural selection and evolution of the problem.
Issues in GAs:
1. It is not used in the large scale problems. It requires a significant computational effort with respect to other methods with parallel processing is not employed.
Fuzzy Logic (FL):
In contras to binary, multi valued logic to deal with imprecise or vague data. It is a new field not very widely used. FL is a fad. There is no guarantee that it will work under all circumstances.
Issues in FL:
1. The language barrier is the major problem. In Japanese term it is 'clever' but in American it is 'fuzzy'.

2. This technology is still somewhat under developed in the unites states. It seems as if many American researchers have shunned it. It is not yet popular in data mining so it may not get the status due to its name.
Data visualization:
This method provides the user better understanding of data. Graphics tools better illustrate the relationships among data. It allows user to easily focus and see the patterns and trends amongst data.
Issue in data visualization:
1. As the volume of the data increases it becomes difficult to distinguish patterns from data sets.
Comparison of Data mining Algorithms
Tables below show the comparison of most commonly and popular used algorithms in data mining. Table 1 is in descriptive form and table 2 is in summarized form. It is clear from this comparison that all the data mining algorithms are suitable and produce useful results only on small to medium scale data sets. They are not appropriate for large datasets. There is another overhead; the learning and training of these data sets is required in all algorithms. If there is any noise in data sets, the extracted knowledge may be misleading. The choice of the algorithm depends on the intended use of extracted knowledge. The data can be used either to predict future behavior or describe patterns in an understandable form within discover process. It is right to say that "There is no predictive method that is best for all applications" (International Knowledge Discovery Institute, 1999). For analysis and interpretation of the data, 'k-means clustering' and 'decision trees' are the best choice among the data mining algorithms.
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