Computer networks have been growing explosively

ABSTRACT
Computer networks have been growing explosively. Networking is used in every aspect of business, including advertising, production, shipping, planning, billing and accounting. Networking provides resource sharing, high reliability and scalability. A computer network can provide a powerful communication medium among widely separated employees. To reduce their design complexity, most networks are organized as a series of layers or levels, each one built upon the one below it. The primary purpose of this project is to propose the potential user a more effective algorithm that would enhance the efficiency of routing process. Selecting the accurate technique from the available routing techniques is an essential process as it effects the transmission of information across various networks and their sub-networks. An attempt has been made in order to provide a routing algorithm that provides real time results for a given subnet configuration and also addresses the causes mentioned.
1. CHAPTER: 1

1.1. INTRODUCTION:
The main problem of this project is to maximize the efficiency of the routing process by suggesting the potential user a better algorithm. While sending data packet from one LAN to another LAN, primarily we must consider the shortest path routing algorithm for finding the destination. Then we must simulate the Fragmentation and reassembly process at each and every router in the shortest path that we have obtained. A datagram is capable of travelling across various networks. Each router encapsulates the IP datagram from received frame, processes it, and then encapsulates it in another frame. The size and format of the received frame and the protocol of the physical network from which the frame is coming are interdependent. The size and format of the frame and the protocol of the physical network which receives the frame are also interdependent. The data packet being transmitted from source to destination needs to travel from one node to another node. The network layer is capable of providing host to host addressing only where as a data link layer requires a MAC address(physical address) for node to node delivery. There must be a method to map these two addresses. Our project provides an interface to map these addresses from IP addresses to physical (MAC) addresses1.
1.2. BACKGROUND:
LAN is a network, which consists of number of systems within a small geographical area. Router is used to connect more than one LAN; by using Routers we can connect LAN's to form network topology. In the current system the user is in one LAN can send data from one node to the other node that is in another LAN. The user cannot view the background processing which the Router does .i.e., in which path the data packet has been send, how it is fragmented and reassembled etc.
1.3. AIMS AND OBJECTIVES:
The aims of this thesis are:
· Generating Shortest Path from source to destination from one network to other.

· Resolving IP Address to MAC Address

· Fragmenting the data packets by taking the packet details.
The main objectives of this thesis are:
· Study and understand the functionalities of the Network Layer in OSI Reference model.

· Study and analyze how shortest path can be established from one system to another in LAN.

· Review and analyze the algorithms for generating the shortest path.

· Study and understand how data packets can be fragmented with respect to MTU at each Router.

· Design a database for storing the details of routers, IP addresses, MAC addresses, and data packets.

· Provides hardware address to every node in the LAN for given IP address.

· Provides IP address to every node in the LAN for given hardware address.

· Analyze and design the proposed functions with the front end being Java Foundation Classes and back end being Oracle databases.
1.4. RESEARCH PROBLEMS
The use of computer has become an integral part of human life in every possible scenario. They are used at homes, banks or various financial institutions for the maintenance of customer information, they are also used at places such as travel agencies, schools and colleges in the view of facilitating computer aided learning, universities and research establishments use computers to analyze the scientific and experimental data. Process and manufacturing industries also use computer more extensively.

Occasionally computers need to interchange data across networks with other computers as opposed to their usual role of performing stand-alone tasks. At home a user can conveniently transfer data from one PC to another PC or download/upload information to/from a public database with the help of a simple switched telephone line. At offices employees can exchange emails and other trade related data across intranet or use internet for the same purpose with other firms such as clients and venders. At schools and colleges students can share certain expensive resources such as laser printers and scanners. At universities and research establishments scholars can utilize supercomputers situated remotely in the view of accessing experimental data and the results generated by the supercomputer. We are concerned specifically with the issues that must be considered when communicating data between two computers in such applications. The fundamental requirement in all applications that involve two or more computers is the provision of suitable data communications facility. In practice, however, a wide range of different types of communications facility may be utilized, each intended for a specific application domain2.

In today's internet, each datagram is forwarded by a router based on a forwarding table. Routing protocols are employed to exchange topology information among routers to facilitate the construction of forwarding tables. Examples of widely used link-state based protocols including Open Shortest Path First. With these routing protocols, each link is associated with cost (weight) and router exchange link state information so that each router in a routing area has a complete description of the network topology. Using the link costs, each router computes a path with minimum cost from itself to each other router area, yielding a shortest path tree3.
1.5. RESEARCH METHODS
In this project I have designed all screens using Java Foundation Classes. These designs show the functionalities of Router. These designs allow storing information about Routers, system, and data packets. Searching of information updated on routing techniques.
1.6. STRUCTURE OF THE REPORT
The thesis is organized as follow:
· Chapter 1: Introduction: It gives the background, aim, objectives and research problems of the thesis.

· Chapter 2: Review of the existing system that describes the network layer functionalities, detailed information about internet protocol, routers, IP layers and their formats. It describes various addressing schemas, and their hierarchies, and factors that affected on the routing algorithms.

· Chapter 3: System Analysis: It describes the variation between the existing system and the proposed system, a simulated behavior of the shortest path algorithms for routing techniques and their comparisons.

· Chapter 4: Design and Development: provides detail about database designing, software requirements for the design, and hardware requirements for development, unified modeling diagrams for the proposed system that has to design, testing of the system and its maintenance.

· Chapter 5: Implementation: It explains about the how the implemented design is working and the screen shots of the output are provided.

· Chapter 6: Conclusion and future works: Concludes the thesis and suggests information to the future work to extend the application.

· CHAPTER 2: REVIEW OF THE EXISTING NETWORK LAYER FUNCTIONING SYSTEM
2.1. LITERATURE REVIEW:
The primary concern of the network layer is to control the subnet operation. The most important challenge in the design is to choose the path of the network packets between source and destination. The path of the network packets between source and destination is called a route. Routes can either be static in the form of the tables which are "wired into" the network and seldom changed or they can be dynamic meaning a path is determined at start of every new conversation. Routes can also be highly dynamic where each packet is given its own network path in order to overcome the current network load. The example of a dynamic route is terminal session.

When there are large numbers of packets present in the subnet at a given point of time they will coincide with each other on their way creating bottlenecks. Controlling and avoiding this type of congestion is also the concern of the network layer. There are several issues concerned with the transmission of packets across various networks. One issue is the kind of addressing used by each network, the addressing used by one network may differ from the other network in the route. Different networks have different properties hence the packet size accepted by one network may not be accepted by other network. These are also the concerns of the network layer. Addressing all the issues mention would allow the interconnection of heterogeneous networks.
2.1.1. The Internet Protocol (IP)
The IP (Internet Protocol) is a protocol which uses datagram's to communicate over a packet-switched network. The IP protocol operates at the network layer protocol of the OSI reference model and is a part of a suite of protocols originally developed by the US Department of Defense (DoD).
2.1.2. Routers
A router is a special-purpose computer dedicated to the task of interconnecting networks. A router can interconnect networks that use different technologies, including different media, physical addressing schemes or frame formats.
2.1.3. IP layer:
The IP layer provides a packet transfer service - that is, it can be given a packet and the addresses and it will take care of the transfer. IP, however, does not guarantee safe and correct arrival of the packet at its intended destination: secure transfer of packets is ensured by the TCP, which is dependent in turn on the services of the IP layer. In principle, the packets being transferred can be divided into two categories. Those in one category are generated by the local host and have to be sent to others. Other hosts generate the other category of packets, and the local host is merely a link in the transmission chain. This process is known as IP forwarding.
2.2. Tasks of the IP layer
The schematic flow of the outgoing packet stream of IP is as follows:
· Receipt of a packet.

· Option handling.

· Routing to the destination address.

· Generating the hardware header.
During the routing process, the device through which the packet has to be sent is determined. A header for the hardware type of this device is then constructed, containing the hardware address of the next recipient.
· Creating the IP packet.
This involves generating an IP header, which is simply added to the physical header along with the data packet.
· Fragmenting the IP packet.
If the IP packet is too large for the device, it will need to be broken down into smaller packets.
· Passing the IP packet to the appropriate network device.
The schematic flow of the incoming packet stream of IP is:
· Checking the IP header.

· Decrementing the TTL field.
If this result in the value reaching zero, the packet has to be discarded, an appropriate ICMP message is sent to the sender.
· Comparing destination address with local address.
If the IP packet is not for the local computer, it is subsequently processed as an outgoing packet.
· De-fragmenting the IP packet.
If the packet is fragmented, it is reconstructed using fragments already received. If this is not yet possible, the fragment is stored in the fragment list.
· Forwarding the packet to the next protocol.
Packets are de-multiplexed according to the value of the protocol field in the IP header.
2.2.1. IP Addresses
An abstract addressing scheme is used by protocol software to allocate a uniform address for each host irrespective of the underlying physical addresses. Abstract addresses are used by the end user and higher layers of protocol software in order to communicate.
2.2.2. The IP Addressing Scheme
Each host is assigned with a unique 32-bit binary number called Internet Address (IP Address) that is used to communicate with the host. Every packet transmitted over the internet is embedded with IP addresses of both the source and the destination.
2.2.3. The IP Address Hierarchy
A 32-bit IP address theoretically consists of two parts called the prefix and the suffix in order to make the process of routing effective. The physical network to which the computer is attached is identified by the prefix and the actual computer on that physical network is identified by the suffix.

The two important properties guaranteed by IP address hierarchy are:
· A unique address is allocated to every computer (i.e., a single address is never assigned to more than one computer).

· The suffixes assigned can be locally coordinated as opposed to network number which should be globally coordinated.
2.2.4. Classes of IP Addresses
Choosing a large prefix accommodates many networks, but limits the size of each network; choosing a large suffix means each physical network can contain many computers, but limits the total number of networks. The IP address space is divided into three primary classes (i.e., prefix and suffix) of varying sizes in the view of accommodating a combination of both small as well as large networks. The first four bits of an address determine the class to which the address belongs and specify how the remainder of the address is divided into prefix and suffix.

The following figure illustrates the five address classes.
· Class A 0 Prefix Suffix

· Class B 0 1 Prefix Suffix

· Class C 1 1 0 Prefix Suffix

· Class D 1 1 1 0 Multicast address

· Class E 1 1 1 1 Reserved for future use
Classes A, B and C are identified as primary classes for their use of host addresses. Class D helps with multicasting allowing transmission to a set of computers. Octet boundaries are used in order to partition in address of a primary class into prefix and suffix. The boundary in Class A is located in between first octet and second octet. In Class B the boundary is located in between the second and third octets, where as in class C boundary is located between the third and fourth octets.
2.2.5. Dotted Decimal Notation
Dotted decimal notation is a syntactic form that IP software uses to express 32-bit binary values when interacting with humans. Dotted decimal represents each octet in decimal and uses a dot to separate octets. The decimal addresses can be anything between 0.0.0.0 and 255.255.255.255.
2.2.6. Special IP Addresses
IP defines a set of special address forms that can be used to denote networks or sets of computers. These special addresses are reserved i.e., they are never assigned to hosts.
2.3. Version:-
The Version field keeps track of which version of the protocol the datagram belongs to. The current version of IP is V4. This version does not interwork with any earlier versions. An incoming datagram with an earlier version is discarded by current software.
2.3.1. Header Length:-
The Header length is measured in 32-bit words. If there are no options, the header length is 5 words. If one or more options are included, the header may need to be padded with 0s so that it ends at a 32-bit word boundary.
2.3.2. Type of Service:-
The Type of service field is used to store the information regarding the quality of service which in turn effect on the way a datagram is handled. This field uses eight bits. The meanings of each bit are given below.
2.3.3. Total Length Field:-
The Total length field consists of everything that belongs to the datagram - both header and data. The total allocated length is 65,535 bytes which should not be exceeded by any datagram.
2.4. Fragmentation Fields:-
The Identification, Flags and Fragment Offset fields play a major role in datagram fragmentation and reassembly. The Identification field contains a 16-bit number. This field lets the destination host determine the datagram to which a fragment that has arrived belongs. Similar identification values are possessed by all fragments of a datagram. Next in line is an unused bit followed by two 1-bit fields. Don't Fragment which is abbreviated as DF an order given to the routers in order to avoid the fragmentation of datagram as the destination as failed to compile the pieces together again. More Fragments also abbreviated as MF indicates that each fragments excluding the last one contains the bit set. It is necessary to identify whether each fragment of a datagram has arrived. The Fragment Offset gives us the location of the fragment within the current datagram.
2.4.1. Time to Live: -
The Time to Live field is a counter used to limit packet lifetimes. It is supposed to count time in seconds, allowing a maximum lifetime of 255 sec. The originating host sets the TTL, and decremented at each router that handles the datagram. A datagram that has not yet reached the destination host when the TTL expires is discarded.

In practice, it just counts hops. A warning packet is sent back to the source host when the hops count hits zero and a warning packet is transmitted back to the source host. The above feature stops a datagram from searching for the host forever as it is most likely for the datagram to wander around forever if the routing table becomes corrupt. A recommended default value for the initial TTL setting is approximately twice the longest path in the internet that is being traversed. The length of the longest path is sometimes called the diameter of the internet.
2.4.2. Protocol:-
This field contains an 8-bit number that identifies the upper layer protocol which is to receive the data portion of the datagram. The identifier for TCP is 6 and for UDP are 17.
2.4.3. Header Checksum:-
A checksum which is computed based on the fields of the IP header is embedded in the 16-bit header checksum field. Such a checksum is useful for detecting errors generated by bad memory words inside a router. The checksum is the 16-bit one's complement of the one's complement sum of all 16-bit words in the header. Prior to the calculation, the checksum field is set to 0. Due to the change in the time to live field at every router the checksum needs to be updated with every forward motion of the datagram. The changes to other header values are due to fragmentation or based on the values written into option fields.
2.5. Source Address and Destination Address:-
The Source address and Destination address indicate the network number and host number. A 32-bit value was chosen for IP addressing. OSI network addresses will allow for variable lengths and a wider range of formats. However, note that a fixed length and restricted formats make addressing and routing easier to implement, and enable routers to process datagram very quickly.
2.5.1. Options:-
The basic idea behind the optional field was to facilitate the researches with an escape to try and test new ideas and also allow future versions to store information missing in the previous versions. The length of the options is variable; each option begins with a code identifiable by the option and is of 1 byte. The options currently in use consist of:
· Security

· Strict Source Route

· Loose Source Route

· Record Route

· Timestamp
A router is a device that connects two or more computer networks together. This allows two or more disparate computer networks to send data to each other.

The figure shows a router connecting to two networks via: A and B at point X and Y respectively. This means that the router must have two interfaces and also two Network Interface Cards (NICs) one to interact with network A at point X, and the other to interact with network B at point Y. This enables it to send data between the two networks A and B.

Routing algorithm takes the decision of routing data grams appropriately from source to destination; they determine the routing decisions. i.e., How to forward a packet on to its next journey.4
2.5.2. Factors Affecting Routing Algorithms
There are three major factors affect the decisions of routing algorithms.
· Least Cost Routing: An attempt is always made by the routers to select shortest possible path when sending packets forward. This is because when a packet is routed, its routing cost is calculated. For a value is assigned to each link. The routing cost is then the aggregate value of all these links for the route taken by a particular packet.
Note: - Routing cost need not depend on the number of routers encountered alone.
· Distributed Routing: In some routing protocols, once a path from source to destination is selected, the router sends all packets for that destination via that same route.
Some routing protocols use a technique called Distributed Routing, wherein a router may, as a result of the changes in the lengths of the links, choose a new route for each packet, even if all the packets belong to the same original message. That is, if a network A sends three packets to network E via routers, the first packet might travel through network B, the second through G and the third through F on their way to E.
· Packet Lifetime: Once a router decides the path to be taken by a packet, it forwards the packet to the next router. Therefore, the next router may forward a packet in the same path used for the previous packet or use a completely different route. The second router is free to decide on a totally new path if it feels that that is better because of network conditions or link availability at that time.
For instance, suppose a router R1 believes that the shortest route from source A to a destination C is through a network B, and relays a packet accordingly. However, before B receives the packet, it learns that the link between B and C is broken. Therefore, B now decides that the best way to reach C is through A, and updates its routing table accordingly. Therefore, when B receives the packet, it sends it back to A. Since A has not heard of the link problem between B and C, it sends it back to B, and so on.

This means that the packet may not reach the ultimate destination at all. To resolve this additional information is added to the header of a packet, which dictates how long a packet can alive, called as packet lifetime. As simple rule, as the packet travels through one or more routers, each router subtracts 1 from the value contained in this field.
2.6. Routing Algorithms
There are two major categories of routing algorithms used to calculate the shortest path between two routers:
1. 2.6.1.Distance Vector Routing
In this approach, each router shares its knowledge about entire network conditions periodically with its neighboring routers. There are three major aspects to this:
· Knowledge about the whole network

· Sharing information with neighboring routers

· Periodic sharing of information
Routing Table: This is used to store information about the network, and keeping it updated, each router uses a routing table. The routing table consists of atleast three columns, namely the network id, the cost, and the id of the next router.

Distance Vector Routing assumes that the cost of every link is 1. This makes its working simple. Thus, the transmission efficiency depends only on the number of links required to reach the destination. Therefore, distance vector routing depends only on hop count, and not on any other factors such as congestion level at every link, or even the cost of every link.
2.6.2. Link State Routing
Unlike Distance Vector Routing, in the case of Link State Routing algorithm, information is exchanged by a router about its neighborhood with all other routers in the internet. The following points need to be remembered in the case of link state routing.
· Knowledge about the neighborhood

· Sharing information with all routers

· Periodic sharing of information
Here packet cost is not directly based on the hop count. Instead, it is a weighted figure based on a number of factors, such as security levels, traffic and the state of the link.

Periodically, each router sends a very small greeting packet to each of its neighbors and expects a response in return. If the neighbor replies, the original router considers that the neighbor is up and running and accordingly determines the cost based on the above factors. Otherwise, the neighbor is considered to be in some error. For this it sends a special packet called Link State Packet (LSP) to all other routers via its neighbors.

Having constructed the link state database, each router executes an algorithm called as Dijkstra's Algorithm to create its routing table. This algorithm considers the internet as a graph, and finds the distance along a shortest path from a single node of the graph to all other nodes in the graph. Using this information, a routing table is created to compute the shortest path.
CHAPTER 3: SYSTEM ANALYSIS

3.1. EXISTING SYSTEM:
LAN is a network, which consists of number of systems within a small geographical area. Router is used to connect more than one LAN; by using Routers we can connect LAN's to form network topology. In the current system the user is capable of transmitting from a node belonging to one LAN to a node belonging to another LAN. The user cannot view the background processing which the Router does .i.e., in which path the data packet has been send, how it is fragmented and reassembled etc.
3.2. PROPOSED SYSTEM:
In order To overcome the above-mentioned drawbacks, it has been proposed to simulate the Router functionalities and the system has been named as "Network Layer Functioning System". The suggested system will implement the functionalities like finding the shortest path, fragmentation, reassembling etc. In this system we are simulating functionalities of protocols like ARP, RARP, and ICMP etc. The primary goal of this project is maximizing the routing efficiency by providing the end user with a more robust algorithm. While sending data packet from one LAN to another LAN, primarily we must consider the shortest path routing algorithm for finding the destination. Then we must simulate the Fragmentation and reassembly process at each and every router in the shortest path that we have obtained. This project provides the physical address for every node with the given IP address in the LAN. And also the vice versa procedure.

We have two algorithms used to calculate the shortest path between two Routers.
1. Bellman-Ford Algorithm

2. Dijkstra Algorithm
1. Bellman-Ford Algorithm is used in finding shortest path for Distance Vector Routing. To understand actual working of distance vector routing, consider the below shown network of networks.
Working of Distance Vector Routing:
There are seven networks from N1 to N7 and six routers from A to F.

And each router is connected to at least two networks, but it may also be connected to more networks.

Distance vector routing assumes that the cost of every link is one. It is depends only on hop count, and not any other factors such as congestion level at every link, or even the cost of every link.

In this each router sends the information about the internet only to its immediate neighbors.

As the above structure the Router A sends the information to neighboring routers B, F and E.

The neighbors update their knowledge with this information, add their own knowledge to it, and then send the complete information to their own neighbors.

For storing information about the network, and keeping it updated, each router uses a routing table. It has at least three columns: Network Id, Cost, and Next Router.

By using Bellman-Ford Algorithm we can find shortest path from a Router in the network to others.

Suppose we have n number of Networks and r number of Routers. This algorithm takes time complexity of O (n3).

2. Dijkstra Algorithm: Bellman-Ford Algorithm is used in finding shortest path for Link State Routing.

Having constructed the link state database, each router executes this algorithm to create its routing table.

This algorithm considers the internet as a graph, and finds the distance along a shortest path from a single node of the graph to all other nodes in the graph. Using this information, a routing table is created to compute the shortest path.

The time taken by this algorithm on the graph with n vertices is O (n2).

The shortest path algorithm must examine each edge in the graph at least once, since any of the edges could be in a shortest path.

Here we can compute the length and cumulative cost of the path that is short for our source to destination travel.

The direction with smaller cumulative cost is kept, and other one is deleted.
CHAPTER 4: SYSTEM DESIGN AND DEVELOPMENT

4.1. INPUT DESIGN
The process of translating the incoming data by the user into a computer based format is known as input designing. This process is the most significant and systematic function of the computerized system and is a major challenge to the system.
4.2. OUTPUT DESIGN
The process of designing the information and data to be generated for the end user of the system is usually referred as output design. The total worth of the application and the basic need assessment are verified in this process that is to check whether a given set of instructions would only generate the desired output. The output for this application had been created with factors such as attractiveness, convenience and creativity in mind. Java Foundation classes - swing function is used in order to make the output more appealing to the end user.
4.3. DATABASE DESIGN SYSTEM SPECIFICATION HARDWARE CONFIGURATION

4.4. UML DIAGRAMS

Use Cases
A Use Case is a generalization of the scenario i.e., a Use Case specifies all possible scenarios for a given piece of functionality. An Actor initiates a Use Case. A Use Case represents the complete flow of events through the system in the sense that it describes a series of related interactions that result from its initiation. The Use Case defines the scope of the system. They also help in identifying the boundaries of the system. They help in clarifying the roles of the actor in his interactions with the system.
4.5. SYSTEM TESTING AND MAINTENANCE
Testing is the process of analyzing a system or system component to detect the differences between specified and observed behavior. The software testing process has two distinct goals: 1) To demonstrate to the developer and the customer that the software meets its requirements. 2) To discover faults or defects in the software where the behavior of the software is incorrect, undesirable or does not conform to its specification.

The first goal leads to validation testing, where you expect the system to perform correctly using a given set of test cases that reflects the system's expected use. The second goal leads to defect testing, where the test cases are designed to expose defects. System testing tests all the components together, seen as a single system to identify faults with respect to the scenarios from the problem statement and the requirements and design goals identified in the analysis and system design, respectively. Software testing is finished at different levels. They are the unit testing and system testing which comprises of integration testing and acceptance testing6.
· Unit Testing

· System Testing

· Integration Testing

· Acceptance Testing
4.5.1. UNIT TESTING
Unit Testing tries to find faults in participating objects and/or subsystems with respect to the use cases from the use case model. It focuses on the building blocks of the software system, that is, objects and subsystems. There are three motivations behind focusing on components. First, unit testing reduces the complexity of the overall testing activities, allowing us to focus on smaller units of the system. Second, unit tetsing makes it easier to pinpoint and correct faults, given that few components are involved in the test. Third, unit testing allows parallelism in the testing activities; that is, each component can be tested independently of the others7.
4.5.2. SYSTEM TESTING
Once components have been integrated, system testing ensures that the complete system complies with the functional and nonfunctional requirements. System testing involves integrating two or more components that implement system functions or features and then testing this integrated system. In iterative development process, system testing is concerned with testing an increment to be delivered to the customer; in waterfall process, system is concerned with testing the entire system.
4.5.3 INTEGRATION TESTING
Integration testing detects faults that have not been detected during unit testing by focusing on small group of components. Two or more components are integrated and tested, and when no new faults are revealed, additional components are added to the group. This procedure allows the testing of increasingly more complex parts of the system while keeping the location of potential faults relatively small.
4.5.4. ACCEPTANCE TESTING
This is the final stage in the testing process before the system is accepted for operational use. The system is tested with data supplied by the system customer rather than with simulated test data. Acceptance testing may reveal errors and ommissions in the system requirements definition because the real data exercise the system in different ways from the test data1.
CHAPTER 5: SYSTEM STUDY

5.1. FEASIBILITY STUDY:
The feasibility of the project is analyzed in this phase and business proposal is put forth with a very general plan for the project and some cost estimates. During system analysis the feasibility study of the proposed system is to be carried out. This is to ensure that the proposed system is not a burden. For feasibility analysis, some understanding of the major requirements for the system is essential.

Three key considerations involved in the feasibility analysis are
· Economical feasibility

· Technical feasibility

· Social feasibility
5.2. ECONOMICAL FEASIBILITY:
This study is carried out to check the economic impact that the system will have on the organization. The amount of fund that the company can pour into the research and development of the system is limited. The expenditures must be justified. Thus the developed system as well within the budget and this was achieved because most of the technologies used are freely available. Only the customized products had to be purchased.
5.3. TECHNICAL FEASIBILITY:
This study is carried out to check the technical feasibility, that is, the technical requirements of the system. Any system developed must not have a high demand on the available technical resources. This will lead to high demands on the available technical resources. This will lead to high demands being placed on the client. The developed system must have a modest requirement, as only minimal or null changes are required for implementing this system [4].
5.4. SOCIAL FEASIBILITY:
The aspect of study is to check the level of acceptance of the system by the user. This includes the process of training the user to use the system efficiently. The user must not feel threatened by the system, instead must accept it as a necessity. The level of acceptance by the users solely depends on the methods that are employed to educate the user about the system and to make him familiar with it. His level of confidence must be raised so that he is also able to make some constructive criticism, which is welcomed, as he is the final user of the system.
CHAPTER 6: RESULTS AND DISCUSSIONS
In this chapter we discuss the results with a clear explanation using the screen shots that were taken while executing the program. Some important parts of the code have been placed within the screen shots for a better understanding.
6.1. SYSTEM IMPLEMENTATION:
Implementation is an important part of the project where all the theoretical study needs to start working as a useful tool. Thus it has a valuable part to be played in the project to be successful. If once the implementation is successful that means a new system have evolved for users to work with confidence on it. The implementation stage involves careful planning, investigation of the existing system and it's constraints on implementation, designing of methods to achieve changeover and evaluation of changeover methods.
6.2. LOGIN FORM
This is the login form which is designed using Swing in Java

This is the login form which is designed using Swing in Java Foundation Classes. It is used to login to our application, by providing user name and password to this user interface. In this login form user must enter his/her user name and password as same. So that only it can get the user to other user interfaces. After the user name and password are entered click on the submit button, if both are same then you can view the main menu screen in the next step.
6.3.PROJECT MAIN SCREEN
After successful completion of the login process, user can acquire the main menu screen which contain options of the implemented functionality. User can choose one of them, and click on it. In this interface there is a button called Back to Login for going back login screen again and an Exit button for completing the entire application. Here we have options for five functional implementations to choose like address resolution protocol, reverse address resolution protocol, for finding the shortest path, fragmentation of data packets i.e. In Ipv4, the source or a router is required to fragment if the size of the datagram is larger than the MTU(Maximum Transfer Unit) of the network over which the datagramshould travel. In Ipv6, only the original source can fragment. A source must use a path MTU discovery technique to find the smallest MTUsupported by any network on the path. Another option is for transfer a file, file transfer occurs over the data connection under the control of the commands sent over the control connection1.
6.4. SHORTEST PATH FORM
This user interface is provided to findout the shortest path between two nodes those are source computer and a destination computer. It allow the user to enter number of routers in a connected network, their names, addresses, MTU of the router. And it also allow the use to enter the details of adjacent list of the node and their cost to travel between them, after that user can give the source and destination details to this interface and it can provide the shortest path along with the cost of travelling. Shortest path routing algorithm is one such widely deployed on non-adaptive routing algorithm that routes a packet based on the Dijkstra's well-known shortest path algorithm. In this approach, packets are arriving at a node take the same shortest path to a particular destination on the network
Chapter7. CONCLUSION:
We have presented new dynamic algorithms for computing a shortest path tree in a directed graph of routers in a local area network. Our dynamic algorithms are derived using a unified algorithmic framework, under which the best known shortest path tree algorithms can also be derived as special instances. Within this algorithmic framework, we have proposed two specific approaches that transform known static shortest path algorithms to new dynamic ones. These new dynamic algorithms have theoretical asymptotic complexity bounds that match the best known results. Among all the dynamic algorithms we studied, the algorithms using the first incremental method give rise to the best theoretical worst-case time bounds, while those using second incremental method give rise to the best practice or average running times. The most promising algorithm for practical purpose is the second Incremental Dijkstra algorithm. Its novelty is that it provably minimizes the number of link changes in the shortest path9. The system is developed to view the background processing of the Router.

The maximum utility achievable by shortest path routing, however, decreases with the wait on the static component. Simulation suggests that these conclusion hold qualitatively in general network topology2.

The system supports the functionalities like Shortest Path, Fragmentation, Address Resolution, Client Server communication.

User friendly Screens are provided so it is easy to use.
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