Automatic Software Structural Testing

Abstract

Automated testing of software optimization data is an important aspect of software quality. To test the quality of the software various test cases should be made for the test. For the evaluation of all aspects of software programs, the number has grown to the test cases quickly. Usually the main objective behind is to uncover as much faults as possible in a limited resources. Here comes the comparison of techniques, techniques which uncover more faults come first and so on. Developing organizations always desire to thoroughly test the software during maintenance phase for the better repute in the market. Artificial Intelligence (AI) can offer more opportunities in a low price but it required the trust of developer in it before implementing it. AI approach has always been at the forefront of research in computer science. In this paper we will develop, implement and validate a technique of AI that uses genetic algorithm for the optimization of software test data. A genetic algorithm emerges from the evaluation of natural species in searching for the optimal solution to a problem. While developing this technique we will focus on those critical factors which we have identified in our IS-I like cost, schedule, coverage etc in respect of optimization.

INTRODUCTION

Testing software is designed to increase confidence in the accuracy of the software. Generation of test data is a central theme in software testing. A good testing package generated test suites, and not just a software system to help locate faults, but also the costs associated with it. Often it is desirable that a test suite should automatically generate test cases. This paper proposes Genetic Algorithm (GA) to test data generation for optimizing the software testing.

Verification and validation through testing software is a dynamic field of software engineering, where progress towards automation has been slow. Especially Design and automatic generation of test data, essentially a manual activity Software testing is still the main technique used to promote consumer confidence in the software available. Time to test the software system is an enormous task that is long and costly [8]. Traditionally, software verification done through tests based on scenarios. The system must be controlled are integrated into a test environment that matches the input and output of this component, and it flows through a series of tests. Each essay is an alternate member of the given input and expected results, corresponding to a scenario of implementation of the component tested. An error is reported when received power is in line with that expected. Even for simple systems, design and maintenance of test suites is difficult and expensive process. It requires a good understanding of the system to be tested to ensure that a maximum number of different situations covered by a minimum number of test cases. Perform the test is too time-consuming task, because the entire program code to be executed, and everything must be re-initialized before each test. The evolution of complex systems, it is quite common for software testing is really more resources than developing it. AI is useful. AI can provide more features for a low price. AI must and will be more widespread [11]. Automatic test data generation is a hot topic in the search software testing in the past few years. Several techniques have been proposed with different accents. Among them, most methods based on genetic algorithms (GA).

Artificial Intelligence

Software development is a very complex process, which are currently the major human activities. Programming, software development requires the use of different types of knowledge: the problem domain and the domain of programming. It also requires a large number of different measures, the combination of these forms of knowledge into a final solution. Artificial intelligence is half the area of information technology, machines of the tasks previously done by men [14]. Artificial intelligence is the study and creation of systems that exhibit a kind of intelligence and knowledge to be able to these systems to understand the natural language understanding, or intelligence tests are of course design. Software engineering is an activity of knowledge-intensive and requires extensive knowledge of the scope and target software itself. Many of the costs of software products can be attributed to the ineffectiveness of current management techniques and knowledge of the techniques of artificial intelligence can help [14].

The traditional view of software development process starts with the specification of requirements and ending with testing the software. At each stage, knowledge of different types of knowledge (knowledge-design to the stage of design and programming and domain-stage to the encoding) are required. At each of the two phases: the design and programming, there is a cycle: the detection of errors and error correction. Experience has shown that errors can occur at any stage of software development. The errors in coding may occur because of construction errors. These errors are usually expensive to correct [14].

Evolutionary Optimization Algorithm

Evolutionary Optimization (EO) algorithms use an approach based on population, where iterations are performed on a number of solutions (called population) and more than one solution has been created in every iteration [12]. The main reason for the popularity of EO algorithms are:

i. No secondary information

ii. EO algorithms are relatively simple to implement

iii. EO algorithms are flexible and robust, ie they work well on a broad range of problems.

The use of a population of algorithms of equal opportunities, a number of advantages:

1. Provide a procedure for observing the earth with a power of parallel processing

2. It allows to find more optimal solutions EO and thereby solve problems and optimize multi-objectification multimodal,

3. Gives an algorithm EO with the ability to standardize the decision variables (the objectives and limiting functions) in a changing population, with maximum and minimum best values of the population.

The disadvantage of working with a population of solutions computational cost and memory are required to perform each iteration [12].

Basic Flow of Evolutionary Algorithms

The evolutionary process begins with a population of genotypes shown in the left lower corner of diagram. These are usually randomly generated though some EA applications with high bias, because during the initialization of the structure known or expected solutions. Phenotypes of genotypes derived from the development phase. The genotypes were later reproduction, as well as organizations get their DNA throughout their lives to stay [13].

Figure 1 : Basic Flow of Evolutionary Algorithm [13]

Fitness Evaluation of phenotypes is then a fitness value for each individual assigned as in the figure discussed in every cloud. This value reflects the ability of the phenotype, to fix the problem manually, but it determines the prospects of the individual elements of their genotype to move to the next generation. As described above, the selection of the adults can remove lower ( low fitness) offspring, which allows access to the swimming pool for adults only artist better. Parent Selection chooses the individuals whose genotype (or parties) will be passed on to the next generation. In theory, all the adults remain in the pool for adults up to the next round of selection for adults, where all or some of them taken in order to make room for promising new adults. Finally, the genetic material is recombined by the parents and elected to mutate into a new pool of genotypes, each of which is transferred to a new object. These objects then start the next cycle of development, testing and selection. The four main EA types are Evolutionary Strategies (ES), Evolutionary Programming (EP), Genetic Algorithms (GA) and Genetic Programming (GP) [13].

Genetic Algorithm

They were first described by Holland, genetic algorithms, a masculinity of learning and optimization applied. Genetic algorithm is an algorithm based on the principle of natural selection and genetic mechanism is based. This mechanism simulates the natural evolution of life, the attainment of specific objectives in the artificial system. The principle behind the gas that they create and maintain a population of individuals is represented by chromosomes. By crossing and mutation of chromosomes, the population developed from one generation to another, until the hearing on conditions for the termination. Selection, recombination and mutation genetic operations in each genetic algorithm were also studied in many literatures. genetic algorithm is a method for stochastic optimization of the population is based. It is easy to obtain an optimal local problems. Therefore, many researchers believe a large number of measures to improve the performance of genetic algorithm. Although the genetic algorithm is not guaranteed to find the optimal solution, but it is often a good solution in time. GA is used to test for their robustness and relevance of the test solutions generate tasks, have already demonstrated in previous work [20]. GA begins with the assumptions and attempts to improve the guess by evolution. A typical GA consists of five parts:

1. A presentation of a proposal called a chromosome,

2. A first set of chromosomes,

3. A function of fitness

4. A selection function and

5. An operator and a crossover operator mutation.

A chromosome is a binary string or a complex structure of the data. The first set of chromosomes can be created manually or generated randomly. The fitness function measures the fitness of a chromosome in response to a specific purpose: to cover ATG is a chromosome more correct if it corresponds to a greater coverage [20]. The selection function determines the chromosomes are at the stage of evolution of the genetic algorithm is part of the club and the mutation operator. Crossover operator exchanges genes between two chromosomes, creating two new chromosomes. The mutation operator changes a gene in one chromosome and creates a new chromosome.

The outline of the genetic algorithm is shown in Figure 2. First, the algorithm begins with a population or generated. Further, the ability of the chromosomes is calculated. After a test is performed if the fitness is high enough, or there were too many iterations and found no solution. After the failure of selection, crossover and mutation operators are used to generate the new population. Completed in the production of the new population is the process of Figure 2 again. The goal of this procedure is to find a chromosome with fitness that 'good' enough. To illustrate the process of genetic algorithm, the steps of the implementation of the GA are [21]:

Step 1: Consider the problem of variable domain chromosomes of fixed length, choose the population size of N chromosomes, the crossover probability Pc and mutation probability Pm.

Step 2: Determine the evaluation function of fitness of individual chromosomes in the field. Fitness function creates a basis for the selection of chromosomes to be mated with the breeding season.

Step 3: Create the random initial population size N: x1, x2 ,..., x

Step 4: Calculate the fitness of each chromosome: F (x1), F (x2 ),..., P (XN)

Step 5: Choose a pair of chromosomes for mating with the current population. Chromosomes of parents are selected with a probability related to their physical condition. High appropriate chromosomes are more likely to be selected for pairing of chromosomes, the less able.

Step 6: Create a pair of chromosomes children by applying the genetic operators.

Step 7: Place child chromosome created new population.

Step 8: Repeat Step 5 until the new population is equal to the initial situation, N.

Step 9: Replace the original (parent) chromosomes of the population with the new (offspring) population.

Step 10: Go to step 4 and repeat the process until the criterion is satisfied.

GA is an iterative process. Each iteration is called generation. A typical number of generations for the simple GA can vary from 50 to over 500. A common practice is the realization of A. After a number of generations, then explore the best chromosomes. If no satisfactory solution is found, the GA is restarted [21].

In our independent study-1 authors have tried to critically analyze the literature on the basis of papers studied as presented in Table 1, and evaluate existing techniques on the basis of four factors i-e fault detection capability, cost impacts, coverage impacts and execution time [16].

In this paper [16] authors have tried to emphasis on the efficiency of test cases in term of generation, reduction and prioritization. Authors have suggested that an optimized technique is required which will best work in these three areas for the improvement of the software quality.

PROBLEM STATEMENT

From the related work it has been found that there is a need of an optimized technique which work best in case of generation, reduction and prioritization on the basis of the factors which have been identified in IS-I. So in this paper author tried to work on artificial intelligence techniques to resolve the problem of optimization. Different evolutionary algorithms have been studied and genetic algorithm techniques have been selected for further work. Authors will develop, implement and validate a technique that uses genetic algorithm for the optimization of software test data. A genetic algorithm emerges from the evaluation of natural species in searching for the optimal solution to a problem. While developing this technique we will focus on those critical factors which we have identified in our IS-I like cost, schedule, coverage etc in respect of optimization.

LITERATURE REVIEW

In this section authors have tried to reviewed different techniques of artificial intelligence for the optimization of test data cases. Emphasis is made to genetic algorithm and authors tried to discuss this technique in detail, and try to evaluate the advantages and disadvantages of the genetic algorithm with the help of exiting research papers.

This paper [1] is analyzing the problems of automated software test data generation using evolutionary Algorithm. Paper gave the detailed introduction of automated software testing strategies. Author gave brief introduction of evolutionary algorithms and gave details of one of the technique of evolutionary algorithms i.e. sequential and parallel evolutionary algorithm. The results shows that the technique proposed in this paper gave good results. The only drawback of proposed technique is that it needs to be validating with the existing literature [1].

In this paper [2] authors compare different evolutionary algorithms like genetic algorithms, memetic algorithms, particle swarm, ant colony and shuffled frog leaping. These evolutionary algorithms are compared on the basis of processing time, coverage speed and quality. Author first of all gave briefed introduction of all these five algorithms and how they work. Author use the help of visual base programming to code the algorithms on 1.8 GHz AMD laptop machine. After that author gave results that particle swarm optimization performs well. But the problem is that author uses visual basic and the hardware used was also AMD. So in our point of view the results should be different if some different programming language is used or high end machine is used. So the validation of results is a question [2].

This paper [3] is about genetic algorithms and authors proposed a new genetic algorithm to check the performance. The benchmarks were to investigate crossover strategies and how a parent can be selected for reproduction and mutations. Author gave results that crossover strategy is more successful in path coverage and one must selected the parent according to its fitness rather than random selection. Authors also compare genetic algorithm with random testing and conclude that proposed genetic algorithm work more efficiently. The only drawback of this paper is that this proposed genetic algorithm need to be checked with more complex programs and also with other data types as well [3].

In this paper [4] authors compare two swarm based algorithms with genetic algorithm. Authors choose ten programs of different complexity and gave results on the basis of performance. In this paper authors also discussed the most recent algorithms i.e. artificial bee colony (ABC) algorithms. Authors gave introduction of genetic algorithm, artificial bee colony algorithm and particle swarm optimization. Experiment is done and results are drown from matlab. Results show that particle swarm optimization gave good results in term of test case generation. The only drawback of this paper is that weather this algorithm work best in reduction and optimization of test case. Need more work to validate it [4].

In this paper [5] author tried to compare two evolutionary algorithms i.e. genetic algorithms and evolutionary programming. These two algorithms are compared on the basis of performance. Author chooses the cutting stock problems to compare these two algorithms. Author gave detailed introduction of cutting stock problem and then implement genetic algorithm to resolve the problem through example. Authors gave the recommendation that the cutting stock problem is resolved more effectively with genetic algorithm and evolutionary programming. In our point of view more work is needed to be done to validate this concept [5].

In this paper [6], author tried to discuss the use of metaheuristic search techniques for automatic generation of test data. Author gave detailed introduction of metaheuristic search and its different types like hill climbing, simulated annealing, evolutionary algorithms, genetic algorithms and advanced encoding and operators. Authors apply these algorithms according to different criteria on the basis of functional (Black box) testing, structural (White box) testing, Grey box testing and Non-functional testing. Author uses real world problems as an experimental but again there are many other problems which need to be focused [6].

In this paper [9] authors gave the genetic programming technique in detail with comparison to traditional genetic algorithms approach on the basis of performance. Author performs experiments on wire antenna design. Author gave the competed procedure with implementation and then compares the results. The results show that genetic programming algorithm work better than genetic algorithms. As this approach work best in case of wire antenna design doesn�t mean that it focus in this concept cannot be generalized. More effort is required to make this concept generalized in nature [9].

In this paper [7] author tried to evaluate genetic algorithm for automatic software test data generation. Authors gave complete implementation and check the effectiveness on different type of programs. In this paper authors introduce a new tool named GADGET for dynamic test data generation. Authors discussed this tool with different criteria and gave in-depth knowledge of genetic algorithm. Experiments are done on different complex programs on the basis of coverage and complexity. Authors also discuss the condition on which genetic algorithm fails. The results given in this paper are very generic [7].

Conclusion & FUTURE WORK

Successful software testing will add to the delivery of consistent and quality software product, more pleased users, minor repairs cost, and extra correct and consistent result. However, unsuccessful testing will direct to the differing results; minute quality products, on the side the users, improved repairs costs, defective and wrong results. Hence, software testing is a required and vital action in the development of software process. In this paper we have tried to emphasis on the efficiency of test cases in term of generation, reduction and prioritization. Authors suggested that an optimized technique is required which will best work in these three areas for the improvement of the software quality. In future work we have tried to propose a technique in which an emphasis will be made to cover all major critical factors previously used in automated software test data optimization. A single technique is required which will be hybrid of different techniques for generation, reduction and prioritization in such a way that the efficiency of any technique will not loose its benefits and this will work with all the three components. We have also made an attempt to encapsulate all critical factors in the proposed technique, which will be our IS-2.
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