An artificial neural network

1. Introduction
An artificial neural network is a model of artificially connected neurons that is used to simulate the mathematical or functional behavior of a model. This uses computational or mathematical model to simulate it. There are various models developed in this area including back-propagation and Adaline neural network. In this report a problem is described which is being solved using Adaline neural network.

Adaline is a single layer neural network with multiple nodes where each node accepts multiple inputs and generates one output. The difference between Adaline and the standard perceptron is that in the learning phase the weights are adjusted according to the weighted sum of the inputs. In the standard perceptron, the net is passed to the activation function and the function's output is used for adjusting the weights. The
main functional difference with the perceptron training rule is the way the output of the system is used in the learning rule. The perceptron learning rule uses the output of the threshold function for learning. The delta-rule uses the net output without further mapping into output values -1 or +1.
2. Definition of the problem
The problem which will be solved using the Adaline neural network is of loan customers. Various customers approach the bank for availing loan facility for various puposes. The bank has certain rules to determine, if the customer is eligible for loan. Following are the eligibility criteria:
1. Age

2. Employment status

3. Credit rating

4. Assets / Savings held

5. Loan amount
The above five criteria determine, whether the approaching customer is eligible for loan or not. If the age is above 65, the customer is treated as old and the chances of eligibility decreases. If the customer is employed, the chances of loan eligibility increases, otherwise it decreases. If the customer has got a good credit rating, his/her chances of loan eligibility are higher as compared to the one having low credit rating. Also, if the customer has got savings or assets, he may be eligible for loan. All these factors collectively decide the loan eligibility. The low loan amount is classified as the amount lower than 30000. If the amount is high (greater than 30000), the chances of loan eligibility decreases.

The following table shows the training data for the neural network:
	S.N.
	Age
	Employed
	Good credit rating
	Assets/savings
	Requested loan
	Eligible

	1
	35
	Yes
	Yes
	yes
	High
	Yes

	2
	67
	No
	No
	Yes
	High
	No

	3
	45
	No
	Yes
	yes
	High
	Yes

	4
	29
	No
	Yes
	No
	High
	No

	5
	36
	No
	No
	No
	Low
	No

	6
	40
	No
	No
	No
	Low
	No

	7
	43
	Yes
	Yes
	Yes
	Low
	Yes

	8
	57
	Yes
	No
	Yes
	Low
	Yes

	9
	76
	No
	Yes
	Yes
	High
	Yes

	10
	28
	Yes
	Yes
	No
	Low
	Yes

	11
	31
	Yes
	Yes
	Yes
	High
	Yes

	12
	40
	Yes
	Yes
	Yes
	High
	Yes

	13
	72
	Yes
	No
	Yes
	High
	Yes

	14
	50
	No
	Yes
	Yes
	High
	No

	15
	34
	No
	Yes
	No
	High
	No

	16
	41
	No
	No
	No
	Low
	No

	17
	45
	No
	No
	No
	Low
	No

	18
	48
	No
	Yes
	Yes
	Low
	Yes

	19
	62
	Yes
	No
	Yes
	Low
	Yes

	20
	81
	Yes
	Yes
	Yes
	High
	No

	21
	33
	No
	Yes
	No
	Low
	Yes

	22
	36
	Yes
	Yes
	yes
	High
	No

	23
	69
	No
	Yes
	yes
	Low
	No

	24
	21
	Yes
	No
	No
	Low
	No

	25
	24
	Yes
	Yes
	No
	Low
	Yes

	26
	33
	No
	Yes
	No
	Low
	Yes

	27
	65
	Yes
	Yes
	Yes
	High
	Yes

	28
	43
	Yes
	Yes
	Yes
	Low
	Yes

	29
	27
	No
	No
	Yes
	High
	Yes

	30
	34
	Yes
	Yes
	No
	High
	Yes

	31
	38
	No
	Yes
	yes
	High
	Yes

	32
	41
	No
	No
	yes
	High
	No

	33
	55
	No
	No
	Yes
	High
	No

	34
	74
	Yes
	Yes
	yes
	Low
	No

	35
	67
	No
	No
	No
	Low
	No

	36
	45
	Yes
	Yes
	No
	High
	Yes

	37
	29
	Yes
	Yes
	No
	Low
	Yes

	38
	36
	No
	No
	Yes
	Low
	No

	39
	40
	Yes
	No
	No
	Low
	Yes

	40
	43
	Yes
	Yes
	No
	Low
	No

	41
	57
	Yes
	No
	No
	High
	No

	42
	76
	Yes
	Yes
	Yes
	Low
	No

	43
	28
	No
	Yes
	Yes
	High
	Yes

	44
	31
	No
	Yes
	Yes
	High
	Yes

	45
	79
	No
	Yes
	No
	High
	Yes

	46
	72
	No
	No
	yes
	High
	Yes

	47
	50
	No
	Yes
	yes
	High
	Yes

	48
	34
	Yes
	Yes
	Yes
	Low
	Yes

	49
	41
	Yes
	No
	yes
	Low
	Yes

	50
	45
	No
	No
	No
	Low
	No

	51
	48
	Yes
	Yes
	No
	Low
	No

	52
	29
	No
	No
	No
	High
	No

	53
	33
	Yes
	Yes
	Yes
	Low
	No

	54
	36
	Yes
	Yes
	Yes
	High
	Yes

	55
	50
	Yes
	Yes
	Yes
	Low
	Yes

	56
	69
	No
	Yes
	No
	Low
	No

	57
	21
	No
	No
	yes
	Low
	Yes

	58
	24
	No
	Yes
	yes
	Low
	No

	59
	33
	No
	Yes
	No
	High
	No

	60
	65
	No
	No
	No
	Low
	No

	61
	43
	Yes
	No
	No
	High
	Yes

	62
	27
	Yes
	Yes
	Yes
	High
	Yes

	63
	34
	No
	No
	Yes
	High
	Yes

	64
	38
	Yes
	Yes
	Yes
	High
	Yes

	65
	41
	Yes
	Yes
	No
	High
	Yes

	66
	55
	Yes
	Yes
	yes
	High
	Yes

	67
	74
	Yes
	Yes
	Yes
	Low
	Yes

	68
	26
	No
	No
	yes
	Low
	No

	69
	29
	No
	Yes
	No
	Low
	No

	70
	62
	No
	Yes
	No
	Low
	No

	71
	14
	No
	No
	No
	High
	No

	72
	17
	No
	No
	Yes
	Low
	Yes

	73
	26
	Yes
	Yes
	Yes
	High
	Yes

	74
	58
	Yes
	No
	Yes
	High
	No

	75
	36
	No
	Yes
	No
	High
	Yes

	76
	20
	Yes
	Yes
	yes
	High
	No

	77
	27
	No
	Yes
	yes
	High
	No

	78
	31
	Yes
	Yes
	Yes
	Low
	No

	79
	34
	Yes
	No
	yes
	Low
	Yes

	80
	48
	No
	Yes
	No
	Low
	Yes

	81
	67
	Yes
	Yes
	No
	Low
	Yes

	82
	60
	Yes
	Yes
	No
	High
	Yes

	83
	38
	No
	Yes
	Yes
	Low
	Yes

	84
	22
	Yes
	No
	Yes
	High
	Yes

	85
	29
	No
	Yes
	Yes
	Low
	Yes

	86
	33
	No
	Yes
	No
	Low
	No

	87
	36
	No
	No
	yes
	Low
	No

	88
	50
	Yes
	No
	yes
	Low
	No

	89
	69
	No
	Yes
	No
	High
	No

	90
	21
	Yes
	No
	No
	Low
	Yes

	91
	24
	Yes
	Yes
	No
	High
	Yes

	92
	72
	No
	Yes
	Yes
	High
	No

	93
	65
	Yes
	No
	Yes
	High
	Yes

	94
	43
	Yes
	No
	Yes
	High
	No

	95
	27
	Yes
	Yes
	No
	High
	No

	96
	34
	Yes
	No
	yes
	Low
	No

	97
	38
	No
	Yes
	yes
	Low
	Yes

	98
	41
	No
	Yes
	Yes
	High
	Yes

	99
	22
	No
	Yes
	yes
	Low
	Yes

	100
	26
	No
	Yes
	No
	Low
	Yes


After the network is trained, the network will be tested with a different set of data to confirm that the network is giving expected result. A set of data is prepared which will be tested on the network to test its reliability. Following is the test data:
	S.N.
	Age
	Employed
	Good credit rating
	Assets/savings
	Requested loan
	Eligible

	1
	38
	Yes
	Yes
	No
	Low
	Yes

	2
	70
	Yes
	Yes
	Yes
	Low
	Yes

	3
	48
	No
	No
	Yes
	High
	No

	4
	32
	Yes
	Yes
	Yes
	Low
	Yes

	5
	39
	Yes
	Yes
	Yes
	High
	Yes

	6
	43
	No
	No
	No
	High
	No

	7
	46
	Yes
	No
	No
	High
	No

	8
	60
	No
	Yes
	No
	High
	No

	9
	79
	No
	No
	Yes
	High
	No

	10
	31
	No
	Yes
	Yes
	Low
	Yes

	11
	34
	No
	Yes
	Yes
	Low
	Yes

	12
	43
	No
	Yes
	No
	Low
	Yes

	13
	75
	Yes
	Yes
	yes
	Low
	Yes

	14
	53
	Yes
	No
	yes
	High
	No

	15
	37
	No
	Yes
	No
	Low
	No


With the above training and test data, it should be possible to train and test the network.
3. Description:
The network consists of inputs, which is processed by a summer. The summer gets inputs from weighing function and error function. The activation function decides the output of the network. The inputs to the network are age, employment status, credit rating, assets/savings and requested loan amount. Each of these inputs is assigned a weight, which changes during training and gets adjusted to the final value for the test to be carried out.

The inputs I1, I2, I3, I4 and I5 are the age, employment status, credit rating, assets/savings and loan taken respectively. Each of the inputs are assigned a weight, which gives the weigh to the inputs and keep changing depending on the training data. The summarizer processes the inputs and passes it to activation function, which in turn calculates the error and adjusts the weights accordingly. The quatizer calculates the inputs and gives the final output as 0 or 1, depending on the customer being not eligible or eligible for the loan.

The initial weight is given as follows:

W1 = 1

W2 = 1

W3 = 1

W4 = 1

W5 = 1

The above weight is to ensure that all parameters are of equal importance initially. As the network is trained with the given set of training data, the weights gets adjusted automatically depending on the errors generated. The activation function is given as follows:

F = I1 * W1 + I2 * W2 + I3 * W3 + I4 * W4 + I5 * W5

This activation function relates all the inputs and weights linearly ensuring that the data are being given equal weights.
4. Learning process
The network is trained with test data and each training set is checked to ensure that the network is learning properly. The training data is used to club them and test using the weights. The adjusted weights are updated for each of the inputs after every iteration.
	W
	I
	t
	o
	dW

	1,1,1,1,1
	1,1,1,1
	0
	1
	

	1,1,1,0,1
	1,1,1,1,0
	0
	0
	0

	1,-1,0,1,0
	1,1,0,1,0
	0
	1
	-1

	1,0,-1,0,1
	1,1,1,0,1
	0
	0
	0

	1,1,-1,2,0
	1,0,1,1,1
	0
	0
	0

	1,2,1,0,-2
	1,0,1,1,1
	1
	0
	1

	1,-2,1,2,-1
	1,0,1,0,1
	1
	1
	0

	1,2,3,1,2
	1,0,1,0,1
	0
	1
	-1

	1,3,-1,2,3
	1,1,0,1,1
	0
	1
	-1

	1,2,3,-1,2
	1,0,1,0,0
	0
	1
	-1

	1,3,-1,0,0
	0,1,0,0,0
	1
	1
	0

	1,2,-2,0,0
	0,0,0,1,0
	0
	1
	-1

	1,-2,3,0,1
	0,0,0,0,1
	1
	1
	0

	1,0,-1,0,1
	0,1,0,01
	1
	0
	1

	1,1,-1,2,0
	1,0,1,0,1
	0
	0
	0

	1,2,1,0,-2
	1,0,1,0,1
	0
	0
	0

	1,-2,1,2,-1
	1,1,0,1,1
	1
	0
	1

	1,2,3,-1,2
	1,0,1,0,0
	0
	1
	-1

	1,3,-1,0,0
	0,0,0,1,0
	1
	1
	0

	1,2,-2,0,0
	0,0,0,0,1
	0
	0
	0

	1,3,-1,0,0
	0,1,0,01
	1
	1
	0

	1,2,-2,0,0
	1,0,1,0,1
	0
	0
	0

	1,-2,3,0,1
	1,0,1,0,1
	0
	0
	0

	1,0,-1,0,1
	1,1,0,1,1
	1
	0
	1

	1,1,-1,2,0
	1,0,1,0,0
	1
	1
	0

	1,2,1,0,-2
	0,1,0,0,0
	1
	1
	0


As seen from the above table, the weight is getting adjusted as the training is being carried out. As the error increases, the weights on the affected input are reduced. The weight is getting adjusted for the inputs which give better results for the inputs provided.
5. Testing
The neural network was tested with the data set as shown earlier. The results shown by the network was as expected. For each of the inputs, the expected output matched the actual output shown by the network. This proves that the training data used to train the network was proper and is in line with the expectation. The weights used for the test were as during the final training of the network. During the testing also, the weights used to get adjusted as is the property of adaline network.

