Adaptive fast convergecast MAC
Abstract—In this paper we propose Adaptive Fast Convergecast MAC protocol (AFC-MAC) to improve communication performance in wireless sensor networks. AFC-MAC is a hybrid protocol that combines scheduled and multi-frequency approaches. We propose a channel assignment algorithm which aims to: 1) Allow concurrent multiple transmissions 2) Helps the nodes to adapt their schedules according to the network load by increasing the number of active slots in one time cycle. Instead of assigning frequencies to the paths as in PR-MAC, we consider a receiver-based frequency assignment which is suitable for data collection on a tree topology. This has been achieved by proper distribution for the channels in the network to avoid the hidden terminal problem without using RTS/CTS and considers the adjacent frequency impact. We take advantage of the staggered wake up schedule to reduce the number of nodes that want to transmit concurrently, which make the number available frequencies is enough this helps to reduce the interference and increases the throughput. We implemented AFC-MAC prototype on ns-2 simulator. Our simulations results show that AFC-MAC outperforms PR-MAC in terms of throughput, energy efficient and delivery ratio.
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Introduction
Wireless sensor networks (WSN) are used in many applications, such as target tracking, habitat sensing and environment monitoring [1] [2]. Many MAC protocols have been proposed for WSN. Typical protocols that use single frequency can not provide reliable and real time communication with high data rates requirements. Current WSN hardware, such as MICAz [3] and Telos [4] that use the CC2420 radio [5], already provide multiple frequencies [6]. So the design a multi-frequency based communications protocols in WSNs is necessary to improve the network throughput and provide reliable and real time communication.

Since convergecast, namely collection of data from sensors towards a common sink node over a tree topology is a fundamental operation in wireless sensor networks, so it is important to deliver the data to the sink in a limited amount of time and increase the speed of data collection at which the sink can receive data from the network. For instance in Lites [7], which is a real time monitoring application, a typical event may generate up to 100 packets within a few seconds and the packets need to be transported from different network locations to a sink node.

According to the literature the important design features for medium access control protocols in a WSN are energy efficiency, low latency, throughput, fairness. So we need a MAC protocol which can achieve all or most of these requirements. Among these important requirements for MACs, energy efficiency is typically the primary goal in WSNs, due to the limited energy sources in WSNs and the difficulty to recharge or replace the batteries as in some cases, while the other features depend on the application requirements.

The new radios like CC2420, can support up to 16 non-overlapping channels between 2.4 and 2.4835GHz, this is not enough to allow all the nodes in the same interfering range to transmit concurrently especially in dense networks. Furthermore, in TMCP [8] they showed that the adjacent frequencies have a real impact on the throughput, so if we want communication with free collisions, then not all the available 16 channels (at most 8 frequency-channels) can be used in the same network. So we should find a way to still use all the 16 frequency-channels in the network, but with at most 8 non-adjacent channels in the same interference range for any node even though the number of interfering nodes is high.

In this paper, we introduce a MAC protocol that adapts with high traffic situations in sensor networks, suitable for dense WSNs and without the need to reuse the same channel-frequencies in the same interference range. We focus on two main points. At first, we propose a novel frequency-channel assignment algorithm to reduce the interference among both the tree branches and along the path toward the sink by considering the impact of the adjacent frequencies, and we take the advantage of the staggered wake up scheme that has been proposed in DMAC [9] in order to make the number of available channels is enough even in dense networks. Secondly, we propose a traffic adaptive scheme which allows the nodes to increase their duty cycle to adapt with high data rate scenarios. The adaptive scheme is followed only by the nodes along the path by modifying their duty cycles to accommodate the amount of generated traffic.

The remainder of the paper is organized as follows. In section II, we explain related work. The design of AFC-MAC is presented in section III; show the channel assignment phase and the adaptive schedule scheme. In section IV, we evaluate the performance of AFC-MAC with simulations. Finally, in section V, we present conclusions and future work.
Related work
In the state-of-the-art research, many MAC protocols have been proposed for wireless sensor networks. It can be classified into single channel and multi-channel MAC protocols. There are many MAC protocols that employ only single channel, such as SMAC [10], T-MAC [11] and DMAC [9]. In SMAC, the nodes adapt periodic active/sleep cycle to conserve energy by turning off their transceivers while they are sleeping. Although a low duty cycle MAC is energy efficient, but it has three shortcomings. First, it increases the packet delivery latency (interruption forwarding problem). Secondly, a fixed duty cycle does not adapt to the traffic variation. Thirdly, a fixed synchronous duty cycle may increase the possibility of collisions.

TMAC is an enhanced version of SMAC. In order to be adaptive to the traffic amount, the nodes keep listening and transmitting by extending the active period. Furthermore, TMAC reduce the sleep delay by half because it introduced the adaptive listening. TMAC is not energy efficient because of overhearing; the nodes that are not involved in data delivery remain unnecessarily active if they sense any communication on the air.

In DMAC, they eliminate the sleep delay problem by proposing the staggered wake up scheme, the nodes in a multi-hop path wake up sequentially like a chain reaction. Depending on its depth (d) in the data gathering tree, a node skews its wake-up scheme dµ (where µ is a time slot). DMAC confined the contention to only the nodes that have the same depth, but not eliminate it. This increases the delay as well as the energy consumption due to collisions. To be adaptive to the traffic rate, DMAC has an adaptive mechanism by allowing the source node to send the next packet after 3 time slots as a sleep delay, since the node can not send it immediately due to the interference with the next hop nodes along the path. Although DMAC reduces the delay, but still it does not satisfy the real time application requirements, and it supports the converged traffic only. The above single channel protocols, show a good performance in energy efficient, but they don't support parallel transmissions. This reduces the throughput and increases the latency due to the high contention.

A significant number of multi-channel MAC protocols have been designed for wireless networks in general, such as [12][13][14][15]. These protocols either require multiple radio transceivers at each node, or need certain kinds of control messages for channel negotiation. However, these protocols are not suitable for WSNs. First, each sensor device is usually equipped with a single radio transceiver, which cannot function on different frequencies simultaneously. Second, the network bandwidth in WSNs is very limited and the data packet size is very small. Therefore, channel negotiation packets can not be ignored as small overhead.

Recently, many multi-channel protocols have been proposed especially for WSNs, such as MMSN [16], TMMAC [17], and MCMAC [18]. These previous mentioned protocols take advantage of multi-frequency availability in node hardware. The channel assignment to nodes is made in a two-hop neighborhood to avoid potential interferences. Simulation results show that they improve performance in WSNs compared with single channel protocols.

In TMCP [8], although that the number of non-overlapping frequencies is limited, they showed that it can not use all available frequencies due to adjacent frequency impact on WSNs performance. By real experiment they prove that the adjacent frequencies degrade the throughput as well as increase the energy consumption due to collisions. In order to reduce the number of used frequencies, TMCP divide the network into subtrees, and assigns one unique frequency-channel to each subtree. Although TMCP reduces the interference between subtrees, but the interference is still in each subtree. For instance, while a node is receiving from its children, the parent of this node can transmit simultaneously which would not be possible if they communicate on the same channel, which does not support the need for fast convergecast.

PR-MAC [19] proposed the bidirectional pipelining schedule which is closely related to staggered wake up scheme that has been proposed in DMAC to eliminate the sleep delay. Also PR-MAC takes the advantage of multi-frequency availability to reduce the interference and contention, the sink node assign only single channel for all the nodes along the path to report an event, but at initialization the nodes contend to forward the data packets over a common channel. PR-MAC supports control packets forwarding from the sink to source nodes. The shortcomings of PR-MAC, it does not consider the impact of adjacent frequencies impact in the channel assignment phase. Furthermore, PR-MAC assumes that the source node can generate at maximum 10 packets per second. So, PR-MAC is not adaptive to high traffic rate scenarios, because all the nodes along the path must sleep until the next cycle to forward the next packet. Another shortage of PR-MAC is that the sink is responsible on many operations, which complicates the implementation of the protocol. PR-MAC is based on the assumption that the paths which forward the data packets are not crossed, if the paths are crossed, the delivery ratio will be reduced sharply as we will see in section IV.

AFC-MAC is designed especially to support the multi-frequency channels for data gathering trees. In AFC-MAC there are two main phases. Firstly, the channel assignment phase which aims to minimize the interference to the lowest level by considering that not all available channels which are limited can be used in the same interference range due to the adjacent frequency problem [8]. The second phase is the adaptive transmission schedule to accommodate with high traffic rate for the sensor networks to minimize the delay as well as to conserve energy. The source node and only the nodes along the path assign more time-slots to receive and send data packets, as well as the nodes can receive and forward the control packets from the sink node.

Data collection traffic is the dominant traffic in wireless sensor networks, and most sensitive to delay in many applications where the data packets flow from sensor nodes and converged at sink node. Since the delay in duty cycle MACs caused by sleep delay, collisions, and contention to access the channel. We adopt the staggered wake up scheme that has been proposed in DMAC to eliminate the sleep delay. Furthermore, we employ the multi-channel approach in novel way to support the proposed adaptive schedule to reduce the interference to a minimum level.
The Channel Assignment Phase
Sensor devices in many applications are static [20][21], so frequency assignment can either be done once at the beginning of the system deployment, or it can be done very infrequently just for adaptation to system aging. Since the use of RTS/CTS overhead is so expensive in WSNs, this may cause many collisions due to the hidden terminal problem. Another reason for collisions is the impact of the adjacent frequencies. So we need to distribute the channels properly in the network to avoid the above two reasons.

Since the nodes are wake up in staggered scheme based on its depth in the data gathering tree, and because the nodes are equipped with half-duplex transceivers, the nodes that belong to any two consecutive levels can not send concurrently. For example, if the nodes in level n are in transmitting state then the nodes that are in levels n-1 and n+1 can not be in transmitting state in the same time-slot with level n nodes due to half-duplex property of the transceivers. The nodes at levels n-1 and n+1 can transmit to their next hops at next levels in the same time-slot, but if the nodes in levels n-1 and n+1 start to transmit at the same time to levels n and n+2 respectively to be adaptive to high data rate, large number of collisions will be occurred due to the interference, especially if the nodes are assigned the same or adjacent frequency-channels. So we need a MAC protocol not only to eliminate the interference among the same level, we need also to eliminate the interference along the path to allow the data to be forwarded with a minimum delay and in the same time considers the adjacent frequency impact as long as to support the control traffic from the sink to work in both directions not as in DMAC.

As we said above, the channel assignment phase in AFC-MAC is done while system deployment. In AFC-MAC there are 14 channels for data transmission, 1 channel is used by channel assignment phase and 1 channel is used for control packets transmission. The physical frequency-channels are mapped to Channel IDs, where the highest frequency is mapped to channel ID=16 and the lowest frequency is mapped to channel ID=1. The data channel IDs are divided into two groups, each group is composed of seven channels, one group consists of odd channel IDs and the other group consists of even channels IDs.

Due to the half-duplex property of the transceivers and because the nodes follow the staggered wake up schedule, each two consecutive levels starting from level 1, choose the same group of channels to receive the data packets over them.

This phase takes place from beginning from the nodes that are in level ID=2 and so on. The nodes that have the same level ID (depth), have the same wake up time in every time cycle, so these nodes coordinate with each other to assign channels that belongs to the chosen group that give a minimum interference. For the channel assignment we adapt the Exclusive Frequency Assignment method which proposed in MMSN [16], but the difference here that the neighbors are only the nodes that are two-hop away that have the same depth rather than two-hop nodes in the interference range.

As in MMSN, this phase involves two broadcasts, the first broadcast (type 1) is to distribute the node IDs in two hop neighborhood in the same level, and the other broadcast (type 2) is to get the channel IDs that have been assigned by the two-hop neighborhood nodes that have the same depth. As shown in Fig. 1, each node in (e.g. level 5) is assigned different channel ID than its two-hop neighborhoods which belongs. This channel is the channel where the node will receive the data packets over it.

When the node in level n is already assigned a channel, it will notify its children nodes by sending message (type 3), which include the channel it will receive over it as long as the channels that are used by its neighbors. Then the nodes in level n+1 will follow the same procedure for nodes in level n. Now each node in level n+1 will send its channel ID and its neighbors' channel IDs, as long as each node in level n+1 will send the channel IDs that received from its next hop in level n to its children in level n+2. The nodes in level n+2 will coordinate to be assigned the channels to receive the data packets will be sent from nodes in level n+3. The situation here in level n+2 is different, because one of the goals for our channel assignment algorithm is to support the adaptive schedule without collisions. So the nodes in level n+3 must send their data packets over channels different and not adjacent to the channels that the nodes in level n+1 will send their data packets over it, because the nodes in levels n+1 and n+3 can send concurrently. In other words, nodes in level n+2 must receive the data packets over channels different and not adjacent to the channels that nodes in level n will receive the data packets over it. Before the node in level n+2 confirm on the chosen channel, it will compare it with the list of channels that will be used by the nodes in level n has been received from its next hop in level n+1 which in turn this list is sent by the node in level n. This comparison is necessary to ensure that node in level n+2 will be assigned a channel not adjacent with channels for nodes in level n that are in the interference range for the next hop in level n+1 as shown in algorithm 1. So now the nodes in levels n and n+2 can transmit concurrently without collisions at the nodes in level n+1.

For example, as shown in Fig. 1, node X is located in level 4 and its next hop node Y is located in level 3. When node Y assigned with one channel and gets the channel information about its neighbors that are in the same level, it will send this channel information to node X as long as with the channel information for its next hop in level 2 (node Z). Node X will choose its receiving channel based on its neighbors and the channel information from node Z. According to Algorithm 1, node X first should know which group of channels must use based on its level ID, since its level ID is equal 4 so it will use the even group. After that it will select its channel based on its neighbor's selections that are in the same level and the channels that are used by the nodes that are in the interference range of node Y in level 2. This can help the nodes to be adaptive to the traffic rate, and the interfering nodes along the path can send concurrently without the need to use the RTS/CTS handshaking.

AFC-MAC benefits from the staggered wake up scheme to:
· Reduce the number of required channels especially for high dense networks. As we said earlier in this paper, the nodes in two consecutive levels can use the same group of channels taken 2 levels by time. This point helps the channel assignment phase in AFC-MAC to assign the limited available channels for large number of nodes that are in the interference range of each other.

· Divide the available channels into two groups, even and odd channels. This helps to avoid the hidden terminal problem without using the RTS/CTS.
Adaptive Schedule
The adaptive schedule in AFC-MAC aims to reduce the total time is needed to send all the packets that belongs to such event from the source node to the sink node. In our adaptive scheme, before the source node send the packet it checks its buffer to see if there are more packets to send or not, if there are any packet still waiting in the buffer then the source node will follow the adaptive scheme, else it just will send the packet and immediately go to sleep until the next time-cycle. We start to explain the basic scheme, how the node schedules to send its first packet, in its normal schedule which means 1 packet in 1 time-cycle. At initialization stage, each node schedule the control packets transmission in each cycle based on its depth (level ID). Each node schedule the transmission and receiving control packets according to formulas (1) and (2) respectively:

Tcr (n) = (n - 1) * 6.

Tcs (n) = Tcr (n) + 6.

6 =BP+DATA+TT+SIFS+ACK.

Where n is the node's level ID, ? is the time-slot length, BP is the Back off period, DATA is the time to transmit one data packet, TT is the turnaround time for the transceiver to switch between transmitting and receiving states (it's so small value so can be neglected), ACK is the time to transmit the ACK packet, SIFS is the short time that the node wait before it transmit the ACK packet. Then each node will schedule the data packets transmission in each cycle based on the leaf level ID and at the same time don't conflict with sending or receiving control packets, the node schedule its data packet receiving and sending according to formulas (4) and (5) respectively:

Tdr (n) = (LID - nodeLevel_ID) * 6.

Tds (n) = Tdr (n) + 6.

Algorithm 1 Channel Assignment Algorithm

Input: node's level ID (nodeLevel_ID).

// the node will be assigned a channel from odd or even group.

if (nodeLevel_ID = odd) then
Result = (nodeLevel_ID - 1) /2
if (Result = even)
use odd group for channel assignment
else
use even group for channel assignment
end if
else if (nodeLevel_ID = even)
Result = ((nodeLevel_ID-1) - 1) /2
if (Result = even)
use odd group for channel assignment
else
use even group for channel assignment
end if
end if
// choose the channel to avoid the hidden terminal problem
while (chID <= maxChID)
{
if (chID is not assigned by 2 communication neighbor hops)
{
while (i<=5)
{
if (chID != list[i]-1 & chID != list[i]+1)
{
freqID = chID;
break;
}
else
i++;
}
}
else
chID++;
}

Some nodes may schedule its data receiving until next time-cycle especially if the difference between its level ID and the leaf level ID is large, and some nodes may reschedule its data receiving and transmission due to the conflict with the control packets, this will cause all the following nodes along the path to reschedule their receiving and transmission. Here, a question may arise, how the following nodes along the path know that they should defer the receiving the data packets? Also, at initialization stage after the node schedule its data and control packets transmissions, every node noticed that there is a conflict with the schedule of receiving a control packet, it will notify its next hop by sending a small packet which just include the next hop ID and 3 bits field (x) which indicates how many times of 3 time-slots deferment, and then the next hop will update its schedule by defer the receiving slot and in turn it will notify its next hop and so on. This 3 bit field is incremented by 1 every time at some nodes especially if the path is long. As shown in Fig.2 some nodes delay the data packet transmission to prevent this conflict as node 5.

The conflict is determined if the scheduled sending time is equal or less by 1 time-slot of the receiving time for the control packet, then the node will reschedule the transmission by postpone it 3 time-slots or maybe more if the path is very long which depend on the value x as shown in (6).

Tds(n) = Tdr(n) + x(3* 6)

If the node has many packets to send, then it will schedule extra time-slots in one time-cycle to send the data packets. In the packet header we add a flag bit we called it more data bit which indicates if there are more data packets to send or not. If there is any data packet in the source node's buffer, then the source node will set this flag to 1. All the nodes along the path will check this flag bit, if its equal to 1 then they will schedule one extra time-slot to forward the next data packet and so on, until the intermediate node receives a packet which the more data bit is cleared which indicates that no more packets at the source node's buffer, then it will sleep until its wake up time slot in next cycle.

The source node schedule the next packet transmission after 1 time-slot from the previous transmission at least, this is because the receiver (next-hop) will send the previous received data packet during the next slot, that the receiving node can't receive and send at the same time due to the half-duplex property of the transceiver. In each time-cycle each node have to schedule the receiving and sending the control packets according to its depth in the path from the sink, this is done by enforcing the nodes to wake up sequentially in staggered way, so the control packets can be forwarded from sink node to the source node without any delay or interruption. This requires that each node to schedule its data packet transmission time properly to avoid the inconsistency with receiving or sending the control packet and energy wastage.

Before the source node sends its current packet, it will schedule the transmission time for the next packet and set the more data bit to 1. When the next hop receives this packet, before it forwards it to its next hop, it will check the more data bit. If it's equal to 1, then it will schedule to receive and transmit the next packet. But how the node schedules the transmission time of its next packets? All the nodes along the path, schedule to send the next packet in the next time-slot to the time-slot which it will be received. If the next time-slot is already scheduled for control packet, or if the difference between the next time-slot and the time-slot which is scheduled for receiving the control packet is less than 1 time-slot, then the node will postpone the data packet transmission after the control packet transmission. The reason is that the next hop is receiving the control packet during this time-slot, so the node can not transmit its data packet due to the half-duplex property.

The time-slot is enough to send only one packet, so if there are many children nodes want to send to the same parent it can cause delay. So in AFC-MAC the nodes always schedule receiving time-slot even if the more data bit is cleared, if it received any data packet it will continue scheduling extra time slots until it does not receive any data packet then it will go sleep till the next cycle. In turn the node that does not win the contention to send to its parent, it will reschedule the packet sending in near time because it knows that its parent schedules receiving time-slot. This scheme is similar to the prediction scheme in DMAC.

Fig 2 shows the adaptive scheme used by our protocol for a chain composed of 10 nodes where node 10 is the source and node 1 is the sink, each cell represents one time slot, C and D denotes for control and data packets respectively, R and S denotes for receive and send states respectively. For example, node 10 (source node) before it attempts to send packet 4 to node 9 (next-hop), it will schedule packet 5 transmission, in normal way the source node have to wait 1 time-slot before it attempts to send the next data packet, so time-slot 9 is the time to send, but because node 10 knows previously that it will receive the control packet in time-slot 9 from node 9, if node 10 tries to send packet to node 9 in time-slot 9 a wastage will be occurred because node 9 is already scheduled to send control packet over a common channel, node 9 can not hear node 10 data transmission. This leads node 10 to postpone the transmission of packet 5 after receiving the control packet by 1 time-slot. This procedure is followed by all nodes along the path until the source node finish transmitting all the packets in its buffer.
Performance evaluation
We implemented our prototype on ns-2 network simulator. The communication model is typically used to simulate the RF model of the CC2420 radio, the radio characteristics are shown in Table 1. Also, in the MAC layer, we use CSMA with the ACK-retransmission mechanism, which ensures that most packets can be received. For comparison, we implemented PR-MAC. In the experiment, the time cycle of the WSN is set to 100 ms, and the basic duty cycle is 10%, and the slot length ? is 5ms. The metrics we consider to evaluate the performance of our protocol are:
· Aggregate MAC throughput: Is the total amount of packets successfully delivered through the MAC layer in the system per unit time.

· Energy consumption: is the ratio between the energy that has been consumed by all the nodes and the number of packets successfully received at the sink.

· Delivery ratio: Is the ratio between the number of packets successfully received at the sink and all packets generated by source nodes.
Multi Hop Chain Test
To study the performance of AFC-MAC, we first performed a test on a simple multi-hop chain topology with 10 nodes. The distance between adjacent nodes is 15 meters. In order to show the AFC-MAC capability of reducing the total time from the packet birth until it received by the sink especially under high traffic rate (more than 10 packets per second which is the maximum limit for PR-MAC), we varied the source report rate (10-50 packet/s).

As shown in Fig. 3, AFC-MAC can deliver more packets as the source rate is increased, while PR-MAC has a constant delivery rate when the source report rate become higher than 10 packets per second because of the fixed duty cycle.
Performance evaluation with uncrossed paths
In these experiments, the number of sources is 3 and we vary the traffic rate for each source. We choose the sources that their paths to the sink node are not crossed (don't have joint nodes). It is observed that AFC-MAC can achieve more throughput than PR-MAC when the source rate is increased as shown since the nodes in PR-MAC can increase their duty cycles which increase the number of transmitted packets per unit time as in Fig. 4 (a). Since the paths are not crossed the delivery ratio is mostly same for both protocols as shown in (b). AFC-MAC consumes little more energy than PR-MAC due to the frequency-channel assignment packets overhead (c), but this is negligible when compared with the huge difference in aggregate throughput that AFC-MAC can achieve.
Performance Evaluation with Different System Loads
In this group of experiments, we change the number of sources from 10-30, while the source rate for each source is equal 40 packet per second. Since the number of sources is increased in each experiment the number of crossed paths will be increased, which lead to reduce the throughput and delivery ratio in PR-MAC as in Fig. 5(a) and (b) respectively. Just one path among the crossed paths can forward the data packets to the sink which decreases the total number of packets. The energy consumption per delivered packet at the sink will be so high in PR-MAC because the number of delivered packets at sink is much lower than AFC-MAC and the intermediate nodes still consume the energy in forwarding the packets till the packets reached the blocked point as in (c).
Conclusion and future work
In this paper we propose a multi-channel assignment algorithm especially designed for data gathered trees in WSNs. We take the advantage of the staggered wake up scheme to reduce the required number of frequencies by decreasing the number of nodes which can send simultaneously. The channel assignment phase distribute the available frequencies in a way to allow the nodes in different levels that are in the same interference range of each other to send their packets simultaneously to adapt their schedules for the traffic amount in the network. Furthermore, the frequencies in AFC-MAC are assigned to nodes not to forwarding paths as in PR-MAC, and resolve the problem of blocking the forwarding process if the paths are crossed. Results show that AFC-MAC can greatly improve the throughput in data gathered trees, while keeping high packet delivery ratio and more energy efficient. In the future, we plan to conduct more experiments on real platform such as MICAz to show the effect of the channel assignment phase in reduce the impact of adjacent frequency.
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