A MLP training
Abstract-In general, a MLP training uses a training set containing only positive examples, which may change the neural network into an over confident network for solving the problem. A simple solution for this problem is the introduction of negative examples in the training set. Through this procedure, the network will be prepared for the cases it has not been trained for. Unfortunately, up to the present, the number of negative examples that must be used in the training process was not mentioned in the literature. Consequently, the present article aims at finding a general mathematical pattern for training a MLP with negative examples. With that end in view, we have used a regressive analytic technique in order to analyze the data resulted from training three neural networks for a number of three datasets: a dataset for letter recognition, one for the data supplied by a sonar and a last one for the data resulted from the medical tests for determining diabetes. The pattern testing was performed on a new database for confirming its truthfulness.
I. Neural Networks
The structure of the human brain consists of approximately 1011 neurons (nerve cells) interconnected through 1014 synapses [1]. For this reason, it is difficult to imagine an artificial device able to imitate completely this natural complexity.

Although the working speed of a biological neuron is highly reduced as compared to that of a computer, on account of the large number of neurons and connexions, the human brain is highly superior to any super computer used nowadays.

Starting from the biological neural networks, people tried to use and imitate its features and structure in order to create a similar artificial model.

This attempt resulted in developing the Artificial neural networks, special devices projected to adapt the activity of the biological neural networks to a certain detail level in order to reach (several) human brain characteristics.[2][3]

However, the main difference between the biological neural networks and computers consists in their structure. On the one hand, computers are made up of a high-speed main processor that performs the calculations, each component of the computer having a precise function. On the other hand, the human brain is made up of over 100 different types of special cells (neurons), their estimated number being between 50 billions and 100 billions (1011)[4].

An artificial neural network is a model that emulates a biological neural network. The nods from a neural network are based on a simplistic mathematic representation resembling to the real neurons.

The simulation of the cerebral action is eloquent for its two main actions:
· Knowledge is stored through a learning process

· Knowledge storage is performed by using the inter-neural connexions value, named synapse weights.
II. Training Neural Network
The neural networks essential utility consists in solving some difficult problems such as: estimation, identification and prediction or complex optimization. Their feasibility plan is very wide. They accompany us day-by-day either inbuilt in household appliances (cell phones, washing machines, TV sets, microwave ovens, etc.) or by interacting with them in our daily life (form recognition, speech recognition, automatic diagnosis, etc.).[5]

A network can be implemented by following several stages. In the first stage, we will select a certain type of neural network (feed forward, recursive, Kohonen,etc.) and we will define its configuration (number of layers, number of neurons, activating function, etc.). In the second stage, after selecting the network for a certain application, we will start the neural network training process. In the third stage, the neural network will be tested on a broad dataset and, depending on the result obtained, the process will be either restarted from stage 1, or the network will be successfully used in the future.

The neural network classic training implies the use of a number of examples in the training set and their random introduction at the network input until the error will decrease under a certain threshold. (Fig. 1)

After the training stage, an example that has not been previously used in the training will be introduced at the network input. If this example is similar to those previously used, it will successfully be recognized by the network. If an example totally different from those present in the training set is introduced at the network input, then the network will classify it as belonging to one of the categories of examples it has been trained with. In this case, we can define it as an over confident network. This type of errors is frequent in the classification problems that have an insufficient training set. [6]

For simply solving this type of problems, it is necessary to introduce some negative examples in the training set - examples that should not be recognized by the network as belonging to some of the already known categories. For example, if a network is trained to recognize figures, it is recommendable that examples of other characters to be introduced in the training set (letters, punctuation marks, other signs). (Fig. 2)

In this case, the network is trained to recognize both examples from certain categories and examples that do not belong to the desired categories.

There have been cases when the use of negative examples visibly overran the number of positive examples. Therefore, the importance of the negative examples compared to the positive ones was decreased by a certain value. [7] In this way, a penalty of negative example has been introduced, by which, each negative example is able to influence the result only through a fraction depending on the total number of negative examples.

Unfortunately, there are no clear specifications about the percentage of negative examples (out of the total number of examples) that must be used in training a neural network. (Fig. 3) All the studies performed until the present moment are specific for a certain type of problem and the percentage of negative examples used in different applications vary between 5% and 80%. [7][8][9]

The value of the percentage is very important since its variation can significantly modify the recognition percentage of the neural network. For a training set with many negative examples, we will obtain low recognition rates for the desired patterns and high recognition rates for the undesired patterns.

A low number of negative examples in the training set cannot modify the network weights so that it could successfully recognize the undesired patterns. [13]

In order to solve the problem, we will start by detailing the problem of learning through examples which represents the basis of the artificial neural network supervised training.

The process of learning from examples applied to a neural network can be viewed as a problem of finding a function f modeled with a hypothetical class H and a training set of the type D={ (xi,yi) , i = 1,..m} where is the n-dimensional example used for training, and yi is the network output value.

The error resulted from this pattern-making process will have the following form:

, where VC(Hn) represent a measure of complexity for the hypothetical class. For minimizing this function, we must minimize the 2 components: the approximated error (Eraprox.) and the estimated error (Erest.).

The problem that arises is that the approximation error decreases proportionally to the increase of the pattern complexity, and the estimation error decreases proportionally to the reduction of the pattern complexity.

For this reason, a compromise of complexity must be found for these types of problems in order to obtain a minimum value of the error.

For the problem of learning from examples, the pattern of the hypothetical class will have the following form: [10]

, where ? is a positive regularization parameter, P is the differential operator and ||Pf||2 is a cost function that rapidly reduces the interval of possible solutions for any type of priority information.

According to the regularization theorem, the solution for this problem will have the following form:

, where ai represent the kernel function coefficients and b represents the bias function values.

When creating a number of negative examples of the type D'={ (xi',yi') , i = 1,..m}, the (2) will have the form [11]:

, where the second term corresponds to the negative examples and the final solution will have the form:

, where ai' represents the values of the negative functions.

The solution of the problem consists in finding all the values of the (5). In this way, the function by which the neural network is approximated will be clearly defined.

Starting from these theoretical grounds, we will experimentally try to find a calculus formula for the number of negative examples that will form the training set.

For each problem, we need a different number of negative examples. We will try to group these numbers and to find a formula able to interpolate these values.

The use of the negative examples in training the neural networks improves their recognition rate. Moreover, the negative examples are easier to built (virtually speaking all the other examples that are not positive will be negative) and there can be found in great number.
III. Mathematical Model For Determining The Number of Negative Examples Used For Training a MLP
For this purpose, we will use a regression analytic technique, by the aid of which, we will analyze the data resulted from training three neural networks for a number of three datasets, namely: a dataset for letter recognition, one for the recognition of data supplied by a sonar and one for the recognition of data resulted from the medical tests for determining diabetes. Further on, these three types of data will be generically referred to as: letter, sonar and diabetes. Stages:
· Determining a co-relation model for each of the three types of datasets

· Demonstrating that they all belong to the same pattern category

· Defining a new general model for the recognition with negative examples

· Testing the model on a new database for verifying its truthfulness.
For the whole process we use DataFit and Origin 6.0 tools.
A. Letter, sonar and diabetes data analysis
The data used [12] in the present analysis are all resulted from a recognition process. The data refer both to the percentage of negative examples used in the training process and to a normalized value provided by the proportion between the recognition percent obtained with negative examples and the recognition percent obtained with positive examples. Standardization is necessary because the recognition percentages vary according to the nature of application and to the patterns used for training the network.

After the interpolation, the following three forms have been obtained for each of the three functions: (Figure 4, Figure 5, and Figure 6).

Analyzing the three interpolation functions, we can notice that they have approximately the same form. Moreover, they present an increase of the maximum recognition rate for an interval of negative examples between 10% and 20% of the number of positive examples used for training.

As a first conclusion, we can mention that the process of training with negative examples induces a similar behavior in the recognition process. During this process, we can observe the presence of a maximum of instances recognized for each of the 3 examples.

The main interval for a number of negative examples where maximum is placed, is of [10, 20] % of the number of positive examples from the training set. The next stage consists in verifying to what extent this similar behavior can be defined through a model and if it can be defined, to what extent this pattern is correct from a statistic point of view.
B. Determining the model of the training process with negative examples
For determining a pattern for the training with negative examples, we suggested the use of a co-relational technique for defining the connections between the data in the same set. Each connection is analyzed for obtaining a truthful mathematic model.

In what follows, we will detail the analyze process performed for each dataset.
C. Determining a general model of the training process with negative examples
At this point, we will verify if the models determined in the previous stage are representative for the training with negative examples. If the result of the checking is affirmative, we will try to discover a general model by means of which we could determine the number of negative examples for a particular case.

First, we will verify if the three patterns belong to the same class. For this, we will use a test t, and the checking will be performed on the set of parameters (a, b, c, d, and e) which are characteristic for the patterns. The t test is performed for verifying if two patterns can significantly differ.

The checking will be performed with the help of the Origin 6.0 software tool, and parameters from two successive patterns will be used. The data verified in the analyze process are presented in the table below:

The conclusion of the present study is that all the three models describe the same phenomenon (they are characteristic for the same process of training with negative examples) and that they can represent the starting point for determining a global model for this type of training a neural network.

For building the model, we start from the average values of the parameters that define the three patterns previously mentioned, values that have been presented in a previous table (Table III).

The general pattern will have the following form:
D. Testing the general model on a new database
Using this general pattern, we have chosen a new database for testing its truthfulness. As we have made a great number of experiments with the network that is trained to determine the possible formation of some dangerous waves (WAVES), we have chosen these data for testing the general pattern.

The results obtained on this new database are presented in Figure 7. We can notice that the network is able to perform a precise localization of the optimum percentage of negative examples.

Moreover, all the recognition values of the network representing a percentage of negative examples situated in the interval [0% - 100%] are successfully interpolated by the general model.
IV. Conclusion
The present article dealt exclusively with the problems of training neural networks with negative examples.

Such neural network may change into an overconfident network which could lead to high recognition rate of any example present at the input (even if the example is wrong).

The solution for this problem was the use of negative examples in the training process. The procedure is not new. However, it has not been sufficiently exploited until now, being both minimized and not currently used.

Unfortunately, up to the present, the number of negative examples that must be used in the training process was not mentioned in the literature. Consequently, the present article aims at finding a general mathematical pattern for training a MLP with negative examples.

For this purpose, we have used a regressive analytic technique in order to analyze the data resulted from training three neural networks. A pattern was created for each of the 3 trainings. All the three patterns analyzed (LETTER, DIABETES and SONAR) describe the same phenomenon ( are characteristic for the same training process with negative examples) and represent the starting point for determining a global pattern for this type of training a neural network. The general pattern obtained has the form presented in the formula 5.5, and it has been tested on a new database (WAVES), a precise localization of the optimum percentage of negative examples being achieved.
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