The music categorization industry

INTRODUCTION
The field of automatic music signal analysis is very popular in our days. More and more solutions are discovered on how can we analyze and categorize music samples. New algorithms are found that can analyze a music audio sample and extract very usefull information that can categorize a music sample. Music categorization is used by radio stations, music stores and large Web databases that have a huge number of music audio songs. The music categorization industry is more and more expandable. The need of music analyzing and categorizing was born from the huge music database on Internet and of course the archive music songs from the last decades. The amount of music songs and music samples is growing every day. We can find billions of music songs in the Internet, but how can we categorize them? The answer is the "Music Signal Audio Analysis" that can easily and effectively do that separating the notes, tempo, beat, etc. from a music audio sample. Kris West et al (2004), said that "soon content discovery and indexing applications will require the ability to automatically analyze, classify and index musical audio, according to perceptual characteristics such as genre or mood". Also according to Peeters et al (2002), as "music summary generation is a recent topic of interest driven by both commercial needs (browsing of online music catalogues), documentation (browsing over archives) as well as music information retrieval (understanding musical structures)", at this review will analyze the ways that can someone analyze a music audio signal and retrieve information from this.
2. AUTOMATIC AUDIO SUMMARY GENERATION
There are many ways to automatically generate music information and finally create a music summary for any music audio sample, such as steady parts signal, time-compressed signal, symbolic representation, transient signal. The purpose of this review is to retrieve music audio information directly from the music audio signal and not through symbolic representations.

As Peeters et al (2002), mention at their review, there are not many techniques for automatic music audio summary generation. The most applicable are the sequence based technique of the music audio sample and the state based technique.
2.1 "Sequences" or "States" based techniques
The sequence technique starts always from the similarity matrix of J. Foote (1999). This matrix is applicable to very well-chosen features give us a visual representation of the structural information of music audio sample. Those signal's features well-known as Mel Frequency Cepstral Coefficients (MFCC) are very popular and widely used at the ASR community. The major number of works on Automatic Music Audio Summary Generation use this similarity matrix either according to Aucouturier's (2002), MFCC parameterization or Birmingham's et al, (2001), pitch or chronogram features.

At the other hand, at state techniques, the music sample is separated on segments with the same length which then are categorized using cross-entropy measure and the result is "key-phrase" which is the longest music audio sample example of the most frequent part. Another technique proposed by B. Logan (2000) is based on the use of Markov's model applied to MFCC.

Finally we understand that all both techniques use this static features as MFCC, pitch or chronogram for audio signal retrieval. As Peeters et al (2002) say, the "static" features represent the music audio signal at a given time, but not any other temporal evolution.

As Lie Lu (2002) says, generally there are two different methods to analyze a music audio sample. The first "one is to classify or segment an audio stream into different sound classes such as speeches, music, environment sound, and silence" and "the other is to classify speech streams into segments of different speakers".

