Stock prices and exchange rates
Abstract
In this paper we study the short-run and long-run causal relationships between exchange rates and stock prices for a group of East Asian countries, through the use of cointegration methodology, VECM with VIX and Trivariate VAR models. The study examines the relationships between the foreign exchange and stock markets for each of the East Asian countries during the period before and after the Asian financial crisis of 1997. The results show that there are more cointegrating relationships between exchange rates and stock prices in the post-crisis period, and the evidence of causation is mixed. This demonstrates that the financial crisis had a significant effect on the long-run comovement of foreign exchange and stock markets. Furthermore, the US implied volatility index is found to be an important causing variable, which acts as a conduit for the linkage between the two markets. Our findings have implications for policy makers, investors and researchers.
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Introduction
The term of financial crisis is applied broadly to a variety of situations in which some financial institutions or assets suddenly lose a large part of their value. Since Wall Street's first crash (1792) in which securities prices lost nearly a quarter of their value in two weeks, financial crisis has tortured the economy and brought serious social problems periodically. Many economists have offered theories about how financial crises develop and how they could be prevented. There is little consensus, however, and financial crises are still a regular occurrence around the world.

Since the Great Depression shocked the financial market and bank system, none of the previous economic crisis has brought more breakage than the Credit Crunch which we have been experiencing. As we have seen, the bursting of housing bubble eventually grew into large turmoil in financial market after destroying the direct holder of the mortgage contracts. Up to present this crisis has led to extremely significant deadweight losses from bankruptcies, foreclosures.

In order to measure financial risk and to prevent potential financial crisis, Value at Risk (VaR) is widely used as a measure of the risk of loss on a specific portfolio of financial assets. Hull (2007) defines VaR as "a loss that will not be exceeded at some specified confidence level and specified time horizon". According to Philippe Jorion (2001),"VaR measures the worst expected loss over a given horizon under normal market conditions at a given level of confidence.For example, a bank might say that the daily VaR of its trading portfolio is $1 million at the 99 percent confidence level. In other words, under normal market conditions, only one percent of the time, the daily loss will exceed $1 million." In brief, VaR is nothing but the inverse loss distribution function, or quantile function, which can be denoted by

This tool has mainly two shortcomings in risk management and financial regulation. First, VaR is not always sub-additive. That is because VaR can only indicate risk of an individual institution and does not necessarily reflect the extent to which the whole financial system is at risk. For example, the risk of whole market must be huge if all the institutions hold the same asset allocation and funding structure. But the VaR cannot detect the huge systemic risk caused by identical strategy in asset allocation and funding structure. Second, VaR is always applied under the assumption of normal distribution, which is in fact very questionable for stock market quotations. Because of that, VaR models are usually based on normal asset returns and do not work under market stress ,when there is extreme price fluctuations.

Those shortcomings of VaR conflict with the fact that there are systemic externalities in financial market, and make VaR incapable of detecting risk sufficiently. In terms of this topic, externality means that "the social cost of systemic financial collapse exceeds the private cost to the individual financial institutions"(Brunnermeier, 2009). Unlike ordinary industries, the failure of individual financial institution does not enhance the competitive strength of the rival, but worsens the survival environment of most others in the same sector. Bank run might be the most serious risk which all the banks worry about once a bank claims failure to meet the withdrawal. Informational contagion is the most important reason for the runs, which almost have happened in every financial crisis. Information loss and asymmetry can exist not only between bank and its depositor, but also between bank and borrower. The fact that borrower of a failed bank can hardly get further funds from other banks just leads to long-term undermining of the financial industry. The special extreme interconnection between financial institutions also causes negative externality. Especially in this financial crisis (2007), the "originate and distribute" model, excess securitization of financial products and high network in financial institutions made institutions collapse under domino effect.

The objective of this paper is to try to propose a measure which can be effective in internalizing the externalities, reflecting systemic risk. Considering the shortcomings and abroad application of VaR, we argue for improvements in two respects. Firstly, the expected shortfall (ES) is an alternative risk measure, which captures the expected loss conditional on being in the q% quantile and can be calculated by summing VaRs. It is pointed by many authors that ES has many advantages relative to VaR. More importantly, we recommend the "corisk-measure" which can reflect risk of individual institution or the whole sector conditional on a particular financial institution being in distress. Similar to "conditional value-at-risk"(Umantsev,2001), we propose conditional expected shortfall(CoES) as a measure of systemic risk. Institution i's CoES can be defined as the ES of individual institution or the whole sector conditional on this institution i being in distress. The ΔCoES, defined as the difference between CoES and ES indicates the externality of a institution which contributes marginal effect on the overall systemic risk. On condition that the CoES is of availability, the paper will try to give some suggestion for regulation reform in internalizing externalities and predicting financial crisis.
Literature review
Markowitz (1959) firstly introduced "portfolio theory", which formed the basis of modern risk management and set the origin of measure of value-at-risk (VaR). J.P. Morgan Bank (1994) formally designed VaR as a measure of market risk and freely provided VaR to institutions at Risk Metrics. Although the concept of VaR has now been incorporated in the Basel II Capital Accord (2003), many articles, such as Bredow(2002) and Yamai and Yoshiba(2002),believe that VaR underestimates the risk of securities with fat-tailed properties and a high potential for large losses as well as disregards the tail dependence of asset returns.

Economic theories of externalities and amplification in financial sector are the theoretical basis of co-risk measures mentioned in this paper. Research on contagion and spillover effects is also related to the co-risk measures. Bhattacharya and Gale (1987) first introduce the "fire-sale externality" into banking theory. They argued that since individual financial institution is not concerned about the price impact which its own fire-sales will have on asset prices in a possible future liquidity crunch, fire-sales by some institutions spillover, and adversely affect the balance sheet of others, causing the negative "fire-sale externality". Stiglitz (1982) and Geanakoplos and Polemarchakis (1986), along with subsequently many academic papers also point out this externality, which is arguably the main rationale for bank regulation. Lorenzoni (2008) recently describes that the externality leads to a constrained Pareto efficient outcome in an incomplete market setting. Network effects are also an origin of externalities. It means that one hiding defect might be passed across all the counterparts according to the network system. Brunnermeier (2009) provides a theoretical explanation how network effects in over the counter-market arrangements can lead to adverse amplifications and how externalities can be caused by dynamic operations of financial institutions within a financial system.

In the field of cross-country spillovers and contagion which are also related to co-risk, Kyle and Xiong (2001) design a model of contagion showing interaction of risk spillovers and wealth effects leads to institutional contagion. King and Wadhwani (1990) provide empirical evidence for increase in correlation across stock markets during 1987 crash. As to volatility spillovers, Hamao, Masulis and Ng (1990) test the volatility spillover by estimating GARCH processes for international stock market returns. Hartmann, Straetmans and de Vries (2004) estimate the expected number of market crashes conditional on at least one crashed market applying extreme value theory.

As to amplification effect in financial sector, empirical research provided by Adrian and Shin (2009) show evidence for margin/haircut spiral in the investment banking field. Brunnermeier and Pedersen (2009) show the margin/haircut spiral impel financial institutions to delever at fire-sale prices. The increase of margin and haircut is responsible for procyclicality.

This paper can be related to several pieces of literatures in modifying traditional VaR and applying method of quantile regression, which is initially introduced by Koenker and Bassett (1978) and Bassett and Koenker (1978). While it is broadly used in applied economics, Barnes and Hughes (2002) originally analyze the cross section of stock market returns with quantile regression method. Chernozhukov and Umantsev(2001) model and estimate Conditional Value-at-Risk by using quantile regression function. Engle and Manganelli (2004) make use of quantile regressions to develope Conditional Autoregressive Value at Risk (CAViaR). Applying similar approach of Engle and Manganelli, Adrian and Brunnermeier(2008) study risk spillover effects across financial institutions by new measure of CoVaR.

There are alternative methods applied to modify traditional estimation of VaR in large literatures. Through linear programming rechniques, Rockafellar and Uryasev(2001) show that conditional value-at -risk is a measure of risk with significant advantages over VaR. Derhamn(2007) points out that the stress tests have become an integral tool for bank's risk management practices as well as for financial stability assessments by contral bank. Peracchi and Tanase(2008) discuss estimation of the conditional expected shortfall and study the properties of the proposed estimators through a set of Monte Carlo experiments. Acharya,Pedersen, Philippon, and Richardson(2009) propose the marginal expected shortfall as measure of systemic risk by modifying the approach of Adrian and Brunnermeier(2008).
Data
The public traded financial institutions, such as investment banks, insurance companies and commercial banks are chose as objects of analysis. The raw data

span from 1998 to 2008, because there are so many dramatic financial changes and merges happening during too long period as to make analysis unnecessarily complex and inefficient. Daily data of market return and individual stock return are obtained from Bloomberg. The industry definitions for banking, security broker-dealers, insurance companies, and real estate are also used from the 49 industry portfolios

by Kenneth French available at http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.

The second part of data is used to measure time variation of CoES that covaries with certain macro-variables and risk factors. The following systematic risk factors are used to estimate the variation of VaRs, CoVaRs and CoES across institutions and over time. The factors are tradable, liquid and capable of capturing certain aspects of risks. With the limited capacity of data, the number of risk factors has to be restricted to avoid overfitting the data. Our factors are:

i. VIX which measure the implied future volatility in the stock market. This index is available on Chicago Board Options Exchange's website.

ii. Short term liquidity spread, which is the difference between the 3-month repo rate and the 3-month Treasury bill rate. This difference captures the short-term liquidity risk of counterparty. The 3-month repo rate is available on Reuter, and the 3-month Treasury rate is collected from DATASTREAM.

iii. The daily equity market return, in terms of S&P 500, is available on DATASTREAM.

iv. The level of the 3-month term Treasury bill rate.

v. The slope of the yield curve, measured by the yield-spread between the 10-year Treasury rate and the 3-month bill rate from the Federal Reserve Board's H.15 release.

vi. The credit spread between BAA rated bonds and the Treasury rate (with same maturity of 10 years) from the Federal Reserve Board's H.15 release.
Methodology

Definition & Property
Definition 1 (CoVaR) We follow the definition of CoVaR in Adrian and Brunnermeier(2009), where CoVaR is defined as the VaR of institution j (or the financial system) conditional on of institution i. CoVa can also defined by the q-quantile of the conditional probability distribution:

Definition 2 (CoES) Following definition of CoVaR in Adrian and Brunnermeier(2009), CoE is defined as the expected shortfall of the institution j (or the financial system) conditional on of institution i.

In the same way, ΔCoES can be defined as the institution i's contribution to j(or the financial system) by:
Property of
The concept of CoES satisfies a list of important properties which make CoES operational. The first property is subadditivity, which means the sum of the CoESs of n identical institutions is equal to the CoES of one large institution combined by the above identical institutions. The CoES of one of the identical institutions is the CoES of the large institution divided by n. The second property of CoES is direction-sence. The CoES of j conditional on i is not necessarily equal to the CoES of i conditional on j. For example, on condition that institution j holds share of institution i as its main asset, institution i causes great risk spillover effects on institution j while institution j does not necessarily have the same risk spillover effects. The third property of CoES is that it does not distinguish the reason of appearance of ΔCoES. Both common factor and causal link can be the reason to raise CoES. The fourth property of CoES is the independency of the likelihood of the conditioning event on the i's strategy riskiness.
Computation of VaR
Basically, VaR can be derived as a summary statistic of the entire probability density function of profits and losses. This can be done in two basic ways, either by considering the actual empirical distribution or by using a parametric approximation, such as normal distribution.VaR is derived from the sample quantile in the first way while VaR is derived from the standard deviation in the second way. More specifically, if a portfolio return is assumed to follow a normal distribution with mean and standard deviation , then the VaR number at the 99 percent confidence level can be simply obtained as follows:1) Find the value corresponding to the 99% confidence level in the normal table;2) Compute the VaR number VaR=. In contrast, the more general method makes no assumption about the shape of the distribution of returns.
Quantile regression
Quantile regression is applied as the main method of data analysis in this paper. A brief discussion of the advantage of quantile regression is presented here. Originally proposed by Koenker and Bassett (1978), quantile regression permits a more complete description of the conditional distribution than conditional mean analysis alone. While the method of classic ordinary linear squares can only estimate mean coefficient, quantile regression makes it possible to describe how different quantiles( for example, the median, the 5th or 95th percentile) of the response variable, are affected by regressor variables. In that sense, quantile regression is quite effective to reflect the tail risk which is exactly the nature of VaR and CoVaR. Moreover, the ordinary linear square method makes normal distribution assumption which is always violated by fat tails or other problems. In contrast, the quantile regression approach does not require strong distributional assumptions, it offers a distributionally robust method of modeling relationships between variables.

Applying the definition of Value at Risk and quantile regression, it is of simplicity to make estimation of CoVaR and CoES. Consider the estimation of a quantile regression of the financial institution j,i on a particular institution i:

Where by j,i we denote the predicted value for a particular quantile conditional on institution i. Following the definition of Value at Risk, we can obtain directly that:

It means that from the quantile regression the predicted value of institution j on institution i gives the Value at Risk of institution j conditional on i since the Va is just the conditional quantile. If VaRi is particularly substituted for Xi, we can measure CoVaRi by the above function. In summary, we can provide CoVaR measure within the quantile regression framework by:
Time-variation associated with systematic risk factors
Applying definitions (4.1, 4.2) directly, a single constant CoVaR can only be estimated for each institution over time. To overcome this limitation, we adopt the modification to capture time variation that covaries with certain macro-variables and risk factors. We indicate time-varying CoVaRt and CoES t with a subscript t. Taking time-variation into account leads to a panel data set of CoVaRt and CoES t and reduces the problem that tail correlation are overestimated when volatility is high (see e.g. Claessens and Forbes (2001)).

Let us denote the vector of risk factors by Mt. Then we run the following quantile regressions in the weekly data (where i is an individual institution or the whole system):

Then we generate the predicted values from the regressions (6a) to obtain:

Finally, we compute CoVa and CoE for each institution:
CoES forecasts
As explained in Section 2, (time-varying) tail risk measure estimates rely on relatively few observations. We therefore relate them to variables that are more readily observable. In the next subsection we do so by relating each portfolio's risk measure to the average maturity mismatch, leverage, book-to-market and relative size of its constituent institutions. We show that these variables help us to predict future tail co-risk measures. Since most of these variables are only available at a quarterly basis, we aggregate weekly CoVaR and VaR measures to a quarterly frequency and run the forecasting regressions for both the cross section, and the time series.

The main focus of analysis is the VAR and ΔCo-VAR of the total financial assets valued by market without trend changes. Market value changes will be normalized to calculate the sizable total assets growth in the last decade. The normalized change in market value of total financial assets,___, can be defined as
