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Aggregate demand and capacity 
The important characteristic of capacity planning and control, as we are treating it here, is that it is concerned with setting capacity levels over the medium and short terms in aggregated terms. That is, it is making overall, broad capacity decisions, but is not concerned with all of the detail of the individual products and services offered. This is what ‘aggregated’ means – different products and services are bundled together in order to get a broad view of demand and capacity. This may mean some degree of approximation, especially if the mix of products or services being produced varies significantly (as we shall see later in this chapter). Nevertheless, as a first step in planning and control, aggregation is necessary. For example, a hotel might think of demand and capacity in terms of ‘room nights per month’. This ignores the number of guests in each room and their individual requirements, but it is a good first approximation. A woollen knitwear factory might measure demand and capacity in the number of units (garments) it is capable of making per month, ignoring size, colour or style variations. Aluminium producers could use tonnes per month, ignoring types of alloy, gauge and batch size variation. The ultimate aggregation measure is money. For example, retail stores, which sell an exceptionally wide variety of products, use revenue per month, ignoring variation in spend, number of items bought, the gross margin of each item and the number of items per customer transaction. If all this seems very approximate, remember that most operations have sufficient experience of dealing with aggregated data to find it useful. 

Cumulative representations 
Figure 11.12 shows the forecast aggregated demand for a chocolate factory which makes confectionery products. Demand for its products in the shops is greatest at Christmas. To meet this demand and allow time for the products to work their way through the distribution system, the factory must supply a demand which peaks in September, as shown. One method of assessing whether a particular level of capacity can satisfy the demand would be to calculate the degree of over-capacity below the graph which represents the capacity levels (areas A and C) and the degree of under-capacity above the graph (area B). If the total overcapacity is greater than the total under-capacity for a particular level of capacity, that capacity could be regarded as adequate to satisfy demand fully, the assumption being that inventory has been accumulated in the periods of over-capacity. However, there are two problems with this approach. The first is that each month shown in Figure 11.12 may not have the same amount of productive time. Some months (August, for example) may contain vacation periods which reduce the availability of capacity. The second problem is that a capacity level which seems adequate may be able to supply products only after the demand for them has occurred. For example, if the period of under-capacity occurred at the beginning of the year, no inventory could have accumulated to meet demand. A far superior way of assessing capacity plans is first to plot demand on a cumulative basis. 
Queuing or ‘waiting line’ management 
When we were illustrating the use of cumulative representations for capacity planning and control, our assumption was that, generally, any production plan should aim to meet demand at any point in time (the cumulative production line must be above the cumulative demand line). Looking at the issue as a queuing problem (in many parts of the world queuing concepts are referred to as ‘waiting line’ concepts) accepts that, while sometimes demand may be satisfied instantly, at other times customers may have to wait. This is particularly true when the arrival of individual demands on an operation are difficult to predict or the time to produce a product or service is uncertain, or both. These circumstances make providing adequate capacity at all points in time particularly difficult. Figure 11.16 shows the general form of this capacity issue. Customers arrive according to some probability distribution and wait to be processed (unless part of the operation is idle); when they have reached the front of the queue, they are processed by one of the n parallel ‘servers’ (their processing time also being described by a probability distribution), after which they leave the operation. There are many examples of this kind of system. Table 11.2 illustrates some of these. All of these examples can be described by a common set of elements that define their queuing behaviour. 
Alternative capacity plans 
With an understanding of both demand and capacity, the next step is to consider the alternative methods of responding to demand fluctuations. There are three ‘pure’ options available for coping with such variation: 
_ ignore the fluctuations and keep activity levels constant (level capacity plan); 
_ adjust capacity to reflect the fluctuations in demand (chase demand plan); 
_ attempt to change demand to fit capacity availability (demand management). 
In practice, most organizations will use a mixture of all of these ‘pure’ plans, although often one plan might dominate. The short case ‘Seasonal salads’ describes how one operation uses some of these options. 
Level capacity plan 
In a level capacity plan, the processing capacity is set at a uniform level throughout the planning period, regardless of the fluctuations in forecast demand. This means that the same number of staff operates the same processes and should therefore be capable of producing the same aggregate output in each period. Where non-perishable materials are processed, but not immediately sold, they can be transferred to finished goods inventory in anticipation of sales at a later time. Thus this plan is feasible (but not necessarily desirable) for our examples of the woollen knitwear company and the aluminium producer. Level capacity plans of this type can achieve the objectives of stable employment patterns, high process utilization and usually also high productivity with low unit costs. Unfortunately, they can also create considerable inventory which has to be financed and stored. Perhaps the biggest problem, however, is that decisions have to be taken as to what to produce for inventory rather than for immediate sale.Will green woollen sweaters knitted in July still be fashionable in October? Could a particular aluminium alloy in a specific sectional shape still be sold months after it has been produced? Most firms operating this plan, therefore, give priority to creating inventory only where future sales are relatively certain and unlikely to be affected by changes in fashion or design. Clearly, such plans are not suitable for ‘perishable’ products, such as foods and some pharmaceuticals, for products where fashion changes rapidly and unpredictably (popular music CDs, fashion garments) or for customized products. A level capacity plan could also be used by the hotel and supermarket, although this would not be the usual approach of such organizations because it generally results in a waste of staff resources, reflected in low productivity. Because service cannot be stored as inventory, a level capacity plan would involve running the operation at a uniformly high level of capacity availability. The hotel would employ sufficient staff to service all the rooms, to run a full restaurant and to staff the reception even in months when demand was expected to be well below capacity. Similarly, the supermarket would plan to staff all the checkouts, warehousing operations and so on even in quiet periods. 
Chase demand plan 
The opposite of a level capacity plan is one which attempts to match capacity closely to the varying levels of forecast demand. This is much more difficult to achieve than a level capacity plan, as different numbers of staff, different working hours and even different amounts of equipment may be necessary in each period. For this reason, pure chase demand plans are unlikely to appeal to operations which manufacture standard, non-perishable products. Also, where manufacturing operations are particularly capital-intensive, the chase demand policy would require a level of physical capacity, all of which would be used only occasionally. It is for this reason that such a plan is less likely to be appropriate for the aluminium producer than for the woollen garment manufacturer (see Figure 11.9). A pure chase demand plan is more usually adopted by operations which cannot store their output, such as customer-processing operations or manufacturers of perishable products. It avoids the wasteful provision of excess staff that occurs with a level capacity plan and yet should satisfy customer demand throughout the planned period. Where output can be stored, the chase demand policy might be adopted in order to minimize or eliminate finished goods inventory. 
Methods of adjusting capacity 
Overtime and idle time 
Often the quickest and most convenient method of adjusting capacity is by varying the number of productive hours worked by the staff in the operation. 
Varying the size of the workforce 
If capacity is largely governed by workforce size, one way to adjust it is to adjust the size of the workforce. This is done by hiring extra staff during periods of high demand and laying them off as demand falls, or hire and fire. 
Sub-contracting 
In periods of high demand, an operation might buy capacity from other organizations, called sub- contracting. 
Manage demand plan 
The most obvious mechanism of demand management is to change demand through price. Although this is probably the most widely applied approach in demand management, it is less common for products than for services. Some city hotels offer low-cost ‘city break’ vacation packages in the months when fewer business visitors are expected. Skiing and camping holidays are cheapest at the beginning and end of the season and are particularly expensive during school vacations. Discounts are given by photo-processing firms during winter periods but never around summer holidays. Ice-cream is ‘on offer’ in many supermarkets during the winter. The objective is invariably to stimulate off-peak demand and to constrain peak demand in order to smooth demand as much as possible. Organizations can also attempt to increase demand in low periods by appropriate advertising. For example, turkey growers in the UK and the USA make vigorous attempts to promote their products at times other than Christmas and Thanksgiving. 
Bottom up perspective 
This idea of strategy being shaped by operational-level experience over time is sometimes called the concept of emergent strategies (see Figure 3.4)4 Strategy is gradually shaped over time and based on real-life experience rather than theoretical positioning. Indeed, strategies are often formed in a relatively unstructured and fragmented manner to reflect the fact that the future is at least partially unknown and unpredictable. This view of operations strategy is perhaps more descriptive of how things really happen, but at first glance it seems less useful in providing a guide for specific decision making. Yet while emergent strategies are less easy to categorize, the principle governing a bottom-up perspective is clear: shape the operation’s objectives and action, at least partly, by the knowledge it gains from its day-to-day activities. The key virtues required for shaping strategy from the bottom up are an ability to learn from experience and a philosophy of continual and incremental improvement. 

Configuration of the supply network 
Even when an operation does not directly own, or even control, other operations in its network, it may still wish to change the shape of the network. This involves attempting to manage network behaviour by reconfiguring the network so as to change the scope of the activities performed in each operation and the nature of the relationships between them. Reconfiguring a supply network sometimes involves parts of the operation being merged – not necessarily in the sense of a change of ownership of any parts of an operation but rather in the way responsibility is allocated for carrying out activities. The most common example of network reconfiguration has come through the many companies that have recently reduced the number of direct suppliers. The complexity of dealing with many hundreds of suppliers may both be expensive for an operation and (sometimes more important) prevent the operation from developing a close relationship with a supplier. It is not easy to be close to hundreds of different suppliers. 
Disintermediation 
Another trend in some supply networks is that of companies within a network bypassing customers or suppliers to make contact directly with customers’ customers or suppliers’ suppliers. ‘Cutting out the middle men’ in this way is called disintermediation. An obvious example of this is the way the internet has allowed some suppliers to ‘disintermediate’ traditional retailers in supplying goods and services to consumers. So, for example, many services in the travel industry that used to be sold through retail outlets (travel agents) are now also available direct from the suppliers. The option of purchasing the individual components of a vacation through the websites of the airline, hotel, car hire company, etc. is now easier for consumers. Of course, they may still wish to purchase an ‘assembled’ product from retail travel agents which can have the advantage of convenience. Nevertheless the process of disintermediation has developed new linkages in the supply network. 
Co- opetition 
One approach to thinking about supply networks sees any business as being surrounded by four types of players: suppliers, customers, competitors and complementors. Complementors enable one’s products or services to be valued more by customers because they also can have the complementor’s products or services, as opposed to when they have yours alone. Competitors are the opposite; they make customers value your product or service less when they can have their product or service rather than yours alone. Competitors can also be complementors and vice versa. For example, adjacent restaurants may see themselves as competitors for customers’ business. A customer standing outside and wanting a meal will choose between the two of them. Yet in another way they are complementors. Would that customer have come to this part of town unless there was more than one restaurant to choose from? Restaurants, theatres, art galleries and tourist attractions generally all cluster together in a form of cooperation to increase the total size of their joint market. It is important to distinguish between the way companies cooperate in increasing the total size of a market and the way in which they then compete for a share of that market. Customers and suppliers, it is argued, should have ‘symmetric’ roles. Harnessing the value of suppliers is just as important as listening to the needs of customers. Destroying value in a supplier in order to create it in a customer does not increase the value of the network as a whole. So, pressurizing suppliers will not necessarily add value. In the long term it creates value for the total network to find ways of increasing value for suppliers as well as customers. All the players in the network, whether they are customers, suppliers, competitors or complementors, can be both friends and enemies at different times. The term used to capture this idea is ‘co-opetition’. 
Control 

Critical path method 
As project complexity increases, so it becomes necessary to identify the relationships between activities. It becomes increasingly important to show the logical sequence in which activities must take place. The critical path method models the project by clarifying the relationships between activities diagrammatically. The first way we can illustrate this is by using arrows to represent each activity in a project. For example, examine the simple project in Figure 16.14 which involves the decoration of an apartment. Six activities are identified together with their relationships. The first, activity a, ‘remove furniture’, does not require any of the other activities to be completed before it can be started. However, activity b, ‘preparebedroom’, cannot be started until activity a has been completed. The same applies to activity d, ‘prepare the kitchen’. Similarly activity c, ‘paint bedroom’, cannot be started until activity b has been completed. Nor can activity e, ‘paint the kitchen’, be started until the kitchen has been prepared. Only when both the bedroom and the kitchen have been painted can the apartment be furnished again. The logic of these relationships is shown as an arrow diagram, where each activity is represented by an arrow (the length of the arrows is not proportional 
to the duration of the activities). This arrow diagram can be developed into a network diagram as shown in Figure 16.15. At the tail (start) and head (finish) of each activity (represented by an arrow) is a circle which represents an event. Events are moments in time which occur at the start or finish of an activity. They have no duration and are of a definite recognizable nature. Networks of this type are composed only of activities and events. The rules for drawing this type of network diagram are fairly straightforward: 
Rule 1 An event cannot be reached until all activities leading to it are complete. Event 5 in Figure 16.15 is not reached until activities c and e are complete. 
Rule 2 No activity can start until its tail event is reached. In Figure 16.15 activity f cannot start until event 5 is reached. 
Rule 3 No two activities can have the same head and tail events. In Figure 16.16 activities x and y cannot be drawn as first shown; they must be drawn using a dummy activity. These have no duration and are usually shown as a dotted-line arrow. They are used either for clarity of drawing or to keep the logic of the diagram consistent with that of the project. 

Crashing networks 
Crashing networks is the process of reducing time spans on critical path activities so that the project is completed in less time. Usually, crashing activities incurs extra cost. This can be as a result of: 
_ overtime working; 
_ additional resources, such as manpower; 
_ sub-contracting. 
Figure 16.25 shows an example of crashing a simple network. For each activity the duration and normal cost are specified, together with the (reduced) duration and (increased) cost of crashing them. Not all activities are capable of being crashed; here activity e cannot be crashed. The critical path is the sequence of activities a, b, c, e. If the total project time is to be reduced, one of the activities on the critical path must be crashed. In order to decide which activity to crash, the ‘cost slope’ of each is calculated. This is the cost per time period of reducing durations. The most cost-effective way of shortening the whole project then is to crash the activity on the critical path which has the lowest cost slope. This is activity a, the crashing of which will cost an extra £2000 and will shorten the project by one week. After this, activity c can be crashed, saving a further two weeks and costing an extra £5000. At this point all the activities have become critical and further time savings can be achieved only by crashing two activities in parallel. The shape of the time–cost curve in Figure 16.25 is entirely typical. Initial savings come relatively inexpensively if the activities with the lowest cost slope are chosen. Later in the crashing sequence the more expensive activities need to be crashed and eventually two or more paths become jointly critical. Inevitably by that point, savings in time can come only from crashing two or more activities on parallel paths. 

Dependent and independent demand 
Some operations can predict demand with more certainty than others. For example, consider an operation providing professional decorating and refurbishment services which has as its customers a number of large hotel chains. Most of these customers plan the refurbishment and decoration of their hotels months or even years in advance. Because of this, the decoration company can itself plan its activities in advance. Its own demand is dependent upon the relatively predictable activities of its customers. By contrast, a small painter and decorator serves the domestic and small business market. Some business also comes from house construction companies, but only when their own painters and decorators are fully occupied. In this case, demand on the painting and decorating company is relatively unpredictable. To some extent, there is a random element in demand which is virtually independent of any factors obvious to the company. 
Dependent and independent demand concepts are closely related to how the operation chooses to respond to demand. In conditions of dependent demand, an operation will start the process of producing goods or services only when it needs to. Each order triggers the planning and control activities to organize their production. For example, a specialist housebuilder might start the process of planning and controlling the construction of a house only when requested to do so by the customer. The builder might not even have the resources to start building before the order is received. The material that will be necessary to build the house will be purchased only when the timing and nature of the house are certain. The staff and the construction equipment might also be ‘purchased’ only when the nature of demand is clear. In a similar way, a specialist conference organizer will start planning for an event only when specifically requested to do so by the client. A venue will be booked, speakers organized, meals arranged and the delegates contacted only when the nature of the service is clear. The planning and control necessary for this kind of operation can be called resource-to-order planning and control. 
Other operations might be sufficiently confident of the nature of demand, if not its volume and timing, to keep ‘in stock’ most of the resources it requires to satisfy its customers. Certainly it will keep its transforming resources, if not its transformed resources. However, it would still make the actual product or service only to a firm customer order. For example, a housebuilder which has standard designs might choose to build each house only when a customer places a firm order. Because the design of the house is relatively standard, materials suppliers will have been identified, even if the building operation does not keep the items in stock itself. The equivalent in the conference business would be a conference centre which has its own ‘stored’ permanent resources (the building, staff, etc.) but starts planning a conference only when it has a firm booking. In both cases, the operations would need create-to-order or make-to-order planning and control. 
Difference planning and control 
In this text we have chosen to treat planning and control together. This is because the division between planning and control is not clear, either in theory or in practice.However, there are some general features that help to distinguish between the two. Planning is a formalization of what is intended to happen at some time in the future. But a plan does not guarantee that an event will actually happen. Rather it is a statement of intention. Although plans are based on expectations, during their implementation things do not always happen as expected. Customers change their minds about what they want and when they want it. Suppliers may not always deliver on time, machines may fail or staff may be absent through illness. Control is the process of coping with changes in these variables. It may mean that plans need to be redrawn in the short term. It may also mean that an ‘intervention’ will need to be made in the operation to bring it back ‘on track’ – for example, finding a new supplier who can deliver quickly, repairing the machine which failed or moving staff from another part of the operation to cover for the absentees. Control makes the adjustments which allow the operation to achieve the objectives that the plan has set, even when the assumptions on which the plan was based do not hold true. 

Division of labour 
There are some real advantages in division-of-labour principles: 
_ It promotes faster learning. It is obviously easier to learn how to do a relatively short and simple task than a long and complex one. This means that new members of staff can be quickly trained and assigned to their tasks when they are short and simple. 
_ Automation becomes easier. Dividing a total task into small parts raises the possibility of automating some of those small tasks. Substituting technology for labour is considerably easier for short and simple tasks than for long and complex ones. 
_ Reduced non-productive work. This is probably the most important benefit of division of labour. In large, complex tasks the proportion of time spent picking up tools and materials, putting them down again and generally finding, positioning and searching can be very high indeed. For example, one person assembling a whole motor car engine would take two or three hours and involve much searching for parts, positioning and so on. Around half the person’s time would be spent on these reaching, positioning, finding tasks (called non-productive elements of work). Now consider how a motor car engine is actually made in practice. The total job is probably divided into 20 or 30 separate stages, each staffed by a person who carries out only a proportion of the total. Specialist equipment and materials-handling devices can be devised to help them carry out their job more efficiently. Furthermore, there is relatively little finding, positioning and reaching involved in this simplified task. Non-productive work can be considerably reduced, perhaps to under 10 per cent, which would be very significant to the costs of the operation. 
There are also serious drawbacks to highly divided jobs: 
_ Monotony. The shorter the task, the more often operators will need to repeat it. Repeating the same task, for example every 30 seconds, eight hours a day and five days a week, can hardly be called a fulfilling job. As well as any ethical objections, there are other, more obviously practical objections to jobs which induce such boredom. These include the increased likelihood of absenteeism and staff turnover, the increased likelihood of error and even the deliberate sabotage of the job. 
_ Physical injury. The continued repetition of a very narrow range of movements can, in extreme cases, lead to physical injury. The over-use of some parts of the body (especially the arms, hands and wrists) can result in pain and a reduction in physical capability. This is sometimes called repetitive strain injury. 
_ Low flexibility. Dividing a task into many small parts often gives the job design a rigidity which is difficult to adapt under changing circumstances. For example, if an assembly line has been designed to make one particular product but then has to change to manufacture a quite different product, the whole line will need to be redesigned. This will probably involve changing every operator’s set of tasks, which can be a long and difficult procedure. 
_ Poor robustness. Highly divided jobs imply materials (or information) passing between several stages. If one of these stages is not working correctly, for example because some equipment is faulty, the whole operation is affected. However, if each person is performing the whole of the job, any problems will affect only that one person’s output. 
Drum, buffer, rope 
The drum, buffer, rope concept comes from the theory of constraints (TOC) and a concept called Optimized Production Technology (OPT) originally described by Eli Goldratt in his novel The Goal.8 (We will deal more with his ideas in Chapter 14.) It is an idea that helps to decide exactly where in a process control should occur. Most do not have the same amount of work loaded onto each separate work centre (that is, they are not perfectly balanced). This means there is likely to be a part of the process which is acting as a bottleneck on the work flowing through the process. Goldratt argued that the bottleneck should be the control point of the whole process. It is called the drum because it sets the ‘beat’ for the rest of the process to follow. Because it does not have sufficient capacity, a bottleneck is (or should be) working all the time. Therefore, it is sensible to keep a buffer of inventory in front of it to make sure it always has something to work on. Because it constrains the output of the whole process, any time lost at the bottleneck will affect the output from the whole process. So it is not worthwhile for the parts of the process before the bottleneck to work to their full capacity. All they would do is produce work which would accumulate further along in the process up to the point where the bottleneck is constraining the flow. Therefore, some form of communication between the bottleneck and the input to the process is needed to make sure that activities before the bottleneck do not overproduce. This is called the rop. 

Effects o process variability 
So far in our treatment of process design we have assumed that there is no significant variability either in the demand to which the process is expected to respond or in the time taken for the process to perform its various activities. Clearly, this is not the case in reality. So, it is important to look at the variability that can affect processes and take account of it. There are many reasons why variability occurs in processes. These can include the late (or early) arrival of material, information or customers, a temporary malfunction or breakdown of process technology within a stage of the process, the recycling of ‘mis-processed’ materials, information or customers to an earlier stage in the process, variation in the requirements of items being processed, etc. All these sources of variation interact with each other, but result in two fundamental types of variability. 
_ variability in the demand for processing at an individual stage within the process, usually expressed in terms of variation in the inter-arrival times of units to be processed; 
_ variation in the time taken to perform the activities (i.e. process a unit) at each stage. 
To understand the effect of arrival variability on process performance it is first useful to examine what happens to process performance in a very simple process as arrival time changes under conditions of no variability. For example, the simple process shown in Figure 4.17 comprises one stage that performs exactly 10 minutes of work. Units arrive at the process at a constant and predictable rate. If the arrival rate is one unit every 30 minutes, then the process will be utilized for only 33.33 per cent of the time and the units will never have to wait to be processed. This is shown as point A on Figure 4.17. If the arrival rate increases to one arrival every 20 minutes, the utilization increases to 50 per cent, and again the units will not have to wait to be processed. This is point B on Figure 4.17. If the arrival rate increases to one arrival every 10 minutes, the process is now fully utilized, but because a unit arrives just as the previous one has finished being processed, no unit has to wait. This is point C on Figure 4.17. However, if the arrival rate ever exceeded one unit every 10 minutes, the waiting line in front of the process activity would build up indefinitely, shown as point D in Figure 4.17. So, in a perfectly constant and predictable world, the relationship between process waiting time and utilization is a rectangular function, as shown by the red dashed line in Figure 4.17. However, when arrival and process times are variable, sometimes the process will have units waiting to be processed, while at other times the process will be idle, waiting for units to arrive. Therefore the process will have both a ‘non-zero’ average queue and be underutilized in the same period. So, a more realistic point is that shown as point X in Figure 4.17. If the average arrival time were to be changed with the same variability, the blue line in Figure 4.17 would show the relationship between average waiting time and process utilization. 

The greater the variability in the process, the more the waiting time – utilization deviates from the simple rectangular function of the ‘no variability’ conditions that was shown in Figure 4.17. A set of curves for a typical process is shown in Figure 4.18(a). This phenomenon has important implications for the design of processes. In effect it presents three options to process designers wishing to improve the waiting time or utilization performance of their processes, as shown in Figure 4.18(b). Either, 
_ accept long average waiting times and achieve high utilization (point X); 
_ accept low utilization and achieve short average waiting times (point Y); or 
_ reduce the variability in arrival times, activity times or both and achieve higher utilization and short waiting times (point Z). 
To analyze processes with both inter-arrival and activity time, variability queuing or ‘waiting line’ analysis can be used. But do not dismiss the relationship shown in Figures 4.17 and 4.18 as some minor technical phenomenon. It is far more than this. It identifies an important choice in process design that could have strategic implications. Which is more important to a business, fast throughput time or high utilization of its resources? The only way to have both of these simultaneously is to reduce variability in its processes, which may itself require strategic decisions such as limiting the degree of customization of products or services, or imposing stricter limits on how products or services can be delivered to customers, and so on. It also demonstrates an important point concerned with the day-to-day management of process – the only way to absolutely guarantee 100 per cent utilization of resources is to accept an infinite amount of work in progress and/or waiting time. 
end-to-end business processes 
So customer needs for each product are entirely fulfilled from within what is called an ‘end-to-end’ business process. This often cuts across conventional organizational boundaries. Reorganizing (or ‘reengineering’) process boundaries and organizational responsibilities around these business processes is the philosophy behind business process reengineering (BPR). 

Environmentally sensitive design 
With the issues of environmental protection becoming more important, both process and product/service designers have to take account of ‘green’ issues. In many developed countries, legislation has already provided some basic standards which restrict the use of toxic materials, limit discharges to air and water, and protect employees and the public from immediate and long-term harm. Interest has focused on some fundamental issues: 
_ The sources of inputs to a product or service. (Will they damage rainforests? Will they use up scarce minerals? Will they exploit the poor or use child labour?) 
_ Quantities and sources of energy consumed in the process. (Do plastic beverage bottles use more energy than glass ones? Should waste heat be recovered and used in fish farming?) 
_ The amounts and type of waste material that are created in the manufacturing processes. (Can this waste be recycled efficiently or must it be burned or buried in landfill sites? Will the waste have a long-term impact on the environment as it decomposes and escapes?) 
_ The life of the product itself. It is argued that if a product has a useful life of, say, 20 years, it will consume fewer resources than one that lasts only five years, which must therefore be replaced four times in the same period. However, the long-life product may require more initial inputs and may prove to be inefficient in the latter part of its use, when the latest products use less energy or maintenance to run. 
_ The end-of-life of the product. (Will the redundant product be difficult to dispose of in an environmentally friendly way? Could it be recycled or used as a source of energy? Could it still be useful in third-world conditions? Could it be used to benefit the environment, such as old cars being used to make artificial reefs for sea life?) 
Ergonomics 
Ergonomics is concerned primarily with the physiological aspects of job design – that is, with the human body and how it fits into its surroundings. This involves two aspects. First, how a person interfaces with environmental conditions in his or her immediate working area. By this we mean the temperature, lighting, noise environment and so on. Second, how the person interfaces with the physical aspect of his or her workplace, where the ‘workplace’ includes tables, chairs, desks, machines, computers. Ergonomics is sometimes referred to as human factors engineering or just ‘human factors’. Both of these aspects are linked by two common ideas: 
_ There must be a fit between people and the jobs they do. To achieve this fit there are only two alternatives. Either the job can be made to fit the people who are doing it, or alternatively, the people can be made (or perhaps less radically, recruited) to fit the job. 
Ergonomics addresses the former alternative. 
_ It is important to take a ‘scientific’ approach to job design, for example collecting data to indicate how people react under different job design conditions and trying to find the best set of conditions for comfort and performance. 
Ergonomic environmental design 
The Giza Quarry operates at the edge of a desert where temperatures reach 40 degrees at the height of summer. The immediate environment in which jobs take place will influence the way they are performed so you will need to provide shade and shelter and ensure a plentiful supply of fresh water and food for the workforce.Working conditions which are too hot or too cold, insufficiently illuminated or glaringly bright, excessively noisy or irritatingly silent will all influence the way jobs are carried out. Many of these issues are often covered by occupational health and safety legislation which controls environmental conditions in workplaces throughout the world. A thorough understanding of this aspect of ergonomics is necessary to work within the guidelines of such legislation. 
Failure 
There are three main ways of measuring failure: 
_ failure rates – how often a failure occurs; 
_ reliability – the chances of a failure occurring; 
_ availability – the amount of available useful operating time. 
‘Failure rate’ and ‘reliability’ are different ways of measuring the same thing – the propensity of an operation, or part of an operation, to fail. Availability is one measure of the consequences of failure in the operation. 
Failure over time – the ‘bath-tub’ curve 
Failure, for most parts of an operation, is a function of time. At different stages during the life of anything, the probability of it failing will be different. The probability of an electric lamp failing is relatively high when it is first plugged in. Any small defect in the material from which the filament is made or in the way the lamp was assembled could cause the lamp to fail. If the lamp survives this initial stage, it could still fail at any point, but the longer it survives, the more likely its failure becomes. Most physical parts of an operation behave in a similar manner. The curve which describes failure probability of this type is called the bath-tub curve. It comprises three distinct stages: 
_ the ‘infant-mortality’ or ‘early-life’ stage where early failures occur caused by defective parts or improper use; 
_ the ‘normal-life’ stage when the failure rate is usually low and reasonably constant, and caused by normal random factors; 
_ the ‘wear-out’ stage when the failure rate increases as the part approaches the end of its working life and failure is caused by the ageing and deterioration of parts. 

Mean time between failures 
An alternative (and common) measure of failure is the mean time between failures (MTBF) of a component or system. MTBF is the reciprocal of failure rate (in time). Thus: 
MTBF = operating hours/ number of failures 
Availability 
Availability is the degree to which the operation is ready to work. An operation is not available if it has either failed or is being repaired following failure. 
Failure detection 
Organizations sometimes may not be aware that the system has failed and thereby lose the opportunity both to put things right for the customer and to learn from the experience. Customers dissatisfied with the food or the service at a restaurant are very likely to ‘vote with their feet’. When customers do complain about a product or a service, the situation may be dealt with, but the system may not be changed to prevent such problems occurring again. This may be due to staff fearing that drawing attention to a problem might be seen to be a sign of weakness or lack of ability, or because there are inadequate failure identification systems, or a lack of managerial support or interest in making improvements. Many mechanisms are available to seek out failures in a proactive way: 
_ In-process checks. Employees check that the service is acceptable during the process itself. This is often undertaken in restaurants, for example ‘Is everything all right with your meal, madam?’ 
_ Machine diagnostic checks. A machine is tested by putting it through a prescribed sequence of activities designed to expose any failures or potential failures. Computer servicing procedures often include this type of check. 
_ Point-of-departure interviews. At the end of a service, staff may formally or informally check that the service has been satisfactory and try to solicit problems as well as compliments. 
_ Phone surveys. These can be used to solicit opinions about products or services. Television rental companies, for example, may check on the installation and servicing of equipment in this way. 
_ Focus groups. These are groups of customers who are brought together to focus on some aspects of a product or service. These can be used to discover either specific problems or more general attitudes towards the product or service. 
_ Complaint or feedback cards and questionnaires. These are used by many organizations to solicit views about the products and services. The problem here is that very few people tend to complete them. Questionnaires may generate a slightly higher response than complaint cards, although it is difficult to identify specific individual complaints. 
Failure analysis 
One of the critical activities for an organization when failure has occurred is to understand why it occurred. This activity is called failure analysis. There are many different techniques and approaches which are used to uncover the root cause of failures. Some of these were described in the previous chapter. Others include the following: 
_ Accident investigation. Large-scale national disasters like oil tanker spillages and airplane accidents are usually investigated using accident investigation, where specifically trained staff analyze the causes of the accident. 
_ Failure traceability. Some businesses (either by choice or because of a legal requirement) adopt traceability procedures to ensure that all their failures (such as contaminated food products) are traceable. Any failures can be traced back to the process which produced them, the components from which they were produced or the suppliers which provided them. 
_ Complaint analysis. Complaints (and compliments) are a potentially valuable source for detecting the root causes of failures of customer service. Two key advantages of complaints are that they come unsolicited and also they are often very timely pieces of information that can pinpoint problems quickly. Complaint analysis also involves tracking the actual number of complaints over time, which can in itself be indicative of developing problems. The prime function of complaint analysis involves analyzing the ‘content’ of the complaints to understand better the nature of the failure as it is perceived by the customer. 
Based on a quantitative evaluation of these three questions, a risk priority number (RPN) is calculated for each potential cause of failure. Corrective actions, aimed at preventing failure, are then applied to those causes whose RPN indicates that they warrant priority. It is essentially a seven-step process: 
Step 1 Identify all the component parts of the product or service. 
Step 2 List all the possible ways in which the components could fail (the failure modes). 
Step 3 Identify the possible effects of the failures (down time, safety, repair requirements, effects on customers). 
Step 4 Identify all the possible causes of failure for each failure mode. 
Step 5 Assess the probability of failure, the severity of the effects of failure and the likelihood of detection. 
Step 6 Calculate the RPN by multiplying all three ratings together. 
Step 7 Instigate corrective action which will minimize failure on failure modes that show a high RPN. 
Fault-tree analysis 
This is a logical procedure that starts with a failure or a potential failure and works backwards to identify all the possible causes and therefore the origins of that failure. Fault-tree analysis is made up of branches connected by two types of nodes: AND nodes and OR nodes. The branches below an AND node all need to occur for the event above the node to occur. Only one of the branches below an OR node needs to occur for the event above the node to occur. Figure 19.5 shows a simple tree identifying the possible reasons for a hot dish being served cold in a restaurant. 

Redundancy 
Building in redundancy to an operation means having back-up systems or components in case of failure. It can be expensive and is generally used when the breakdown could have a critical impact. It means doubling or even tripling some parts of a process or system in case one component fails. Nuclear power stations, spacecraft and hospitals all have auxiliary systems in case of an emergency. Some organizations also have ‘back-up’ staff held in reserve in case someone does not turn up for work or is held up on one job and is unable to move on to the next. Rear brake lighting sets in buses and trucks contain two bulbs to reduce the likelihood of not showing a red light. Human bodies contain two of some organs – kidneys and eyes, for example – both of which are used in ‘normal operation’ but the body can cope with a failure in one of them. The reliability of a component together with its back-up is given by the sum of the reliability of the original component and the likelihood that the back-up component will both be needed and be working. 
The three basic approaches to maintenance 
In practice an organization’s maintenance activities will consist of some combination of the three basic approaches to the care of its physical facilities. These are run to breakdown (RTB), preventive maintenance (PM) and condition-based maintenance (CBM). 
Run to breakdown maintenance, as its name implies, involves allowing the facilities to continue operating until they fail. Maintenance work is performed only after failure has taken place. For example, the televisions, bathroom equipment and telephones in a hotel’s guest rooms will probably be repaired only when they fail. The hotel will keep some spare parts and the staff available to make any repairs when needed. Failure in these circumstances is neither catastrophic (although perhaps irritating to the guest) nor so frequent as to make regular checking of the facilities appropriate. 
Preventive maintenance, attempts to eliminate or reduce the chances of failure by servicing (cleaning, lubricating, replacing and checking) the facilities at pre-planned intervals. For example, the engines of passenger aircraft are checked, cleaned and calibrated according to a regular schedule after a set number of flying hours. Taking aircraft away from their regular duties for preventive maintenance is clearly an expensive option for any airline. The consequences of failure while in service are considerably more serious, however. The principle is also applied to facilities with less catastrophic consequences of failure. The regular cleaning and lubricating of machines, even the periodic painting of a building, could be considered preventive maintenance. 
Condition-based maintenance, attempts to perform maintenance only when the facilities require it. For example, continuous process equipment, such as that used in coating photographic paper, is run for long periods in order to achieve the high utilization necessary for cost-effective production. Stopping the machine to change, say, a bearing when it is not strictly necessary to do so would take it out of action for long periods and reduce its utilization. Here condition-based maintenance might involve continuously monitoring the vibrations, for example, or some other characteristic of the line. The results of this monitoring would then be used to decide whether the line should be stopped and the bearings replaced. 
Breakdown versus preventive maintenance 
Most operations plan their maintenance to include a level of regular preventive maintenance which gives a reasonably low but finite chance of breakdown. Usually the more frequent the preventive maintenance episodes, the less are the chances of a breakdown. The balance between preventive and breakdown maintenance is set to minimize the total cost of breakdown. Infrequent preventive maintenance will cost little to provide but will result in a high likelihood (and therefore cost) of breakdown maintenance. Conversely, very frequent preventive maintenance will be expensive to provide but will reduce the cost of having to provide breakdown maintenance (see Figure 19.7a). The total cost of maintenance appears to minimize at an ‘optimum’ level of preventive maintenance. 
Failure distributions 
The shape of the failure probability distribution of a facility will also have an effect on the benefits of preventive maintenance. Figure 19.8 shows two probability curves for two machines, A and B. For machine A, the probability that it will break down before time x is relatively low. This machine will almost always break down between times x and y. If preventive maintenance was timed to occur just before point x, it could reduce the chances of breakdown substantially. Machine B, meanwhile, has a relatively high probability of breaking down at any time, although again the probability of breakdown increases after time x. This means that applying preventive maintenance at point x (or any other time) cannot bring the dramatic reduction in breakdowns possible with machine A. The implication of this is that preventive maintenance is more likely to lead to benefits when periods of high breakdown are reasonably predictable. 
The five goals of TPM (Total productive maintenance) 
TPM aims to establish good maintenance practice in operations through the pursuit of ‘the five goals of TPM’:8 
1 Improve equipment effectiveness by examining all the losses which occur. 
2 Achieve autonomous maintenance by allowing staff to take responsibility for some of the maintenance tasks and for the improvement of maintenance performance. 
3 Plan maintenance with a fully worked out approach to all maintenance activities. 
4 Train all staff in relevant maintenance skills so that both maintenance and operating staff have all the skills to carry out their roles. 
5 Achieve early equipment management by ‘maintenance prevention’ (MP), which involves considering failure causes and the maintainability of equipment during its design, manufacture, installation and commissioning. 
Reliability-centred maintenance 
One of the criticisms of the TPM approach is that it tends to recommend preventive maintenance at times when PM would be inappropriate. We have already seen in Figure 19.8 that the pattern of failure for a particular part of a process will influence how effective a PM approach can be. Reliability-centred maintenance (RCM) uses the pattern of failure for each type of failure mode of a part of a system to dictate the approach to its maintenance. For example, take the process illustrated in Figure 19.9. This is a simple shredding process which prepares vegetables prior to freezing. The most significant part of the process which requires the most maintenance attention is the cutter sub-assembly. However, there are several modes of failure which could lead to the cutters requiring attention. Sometimes they require changing simply because they have worn out through usage, sometimes they have been damaged by small stones entering the process, sometimes they have shaken loose because they were not fitted correctly. The failure patterns for these three failure modes are very different, as illustrated in Figure 19.9. Certainly, ‘wear-out’ can be managed by timing preventive maintenance intervals just prior to the increased likelihood of failure. But this approach would not help prevent stone damage which could happen at any time with equal likelihood. The approach here would be to prevent stones getting to the cutters in the first place, perhaps through fixing a screen. The failure pattern for the cutters shaking loose is different again. If the cutters have been incorrectly fitted, it would become evident soon after the fitting. Again, preventive maintenance is unlikely to help here; rather effort should be put into ensuring that the cutters are always correctly fitted, perhaps by organizing more appropriate training of staff. The approach of RCM is sometimes summarized as, ‘If we cannot stop it from happening, we had better stop it from mattering’. In other words, if maintenance cannot either predict or even prevent failure, and the failure has important consequences, then efforts need to be directed at reducing the impact of the failure. 
Recovery 
In parallel with considering how to prevent failures occurring, operations managers need to decide what they will do when failures do occur. This activity is called failure recovery. All types of operation can benefit from well-planned recovery. For example, a construction company whose mechanical digger breaks down can have plans in place to arrange a replacement from a hire company. The breakdown might be disruptive, but not as much as it might have been if the operations manager had not worked out what to do. Recovery procedures will also shape customers’ perceptions of failure. Even where the customer sees a failure, it may not necessarily lead to dissatisfaction. Indeed, in many situations, customers may well accept that things do go wrong. If there is a metre of snow on the train lines, or if the restaurant is particularly popular, we may accept that the product or service does not work. It is not necessarily the failure itself that leads to dissatisfaction but often the organization’s response to the breakdown.While mistakes may be inevitable, dissatisfied customers are not (see the short case ‘Carlsberg Tetley’s product recall’). A failure may even be turned into a positive experience. A good recovery can turn angry, frustrated customers into loyal ones. Professor Colin Armistead of Bournemouth University and Graham Clark of Cranfield University give details of investigations into customer satisfaction and customer loyalty in relation to service organizations in the USA 
Failure planning 
Identifying how organizations can recover from failure is of particular interest to service operations because they can turn failures around to minimize the effect on customers or even to turn failure into a positive experience. It is also of interest to other industries, however, especially those where the consequences of failure are particularly severe. Bulk chemical manufacturers and nuclear processors, for example, spend considerable resources in deciding how they will cope with failures. The activity of devising the procedures which allow the operation to recover from failure is called failure planning. It is often represented by stage models, one of which is represented in Figure 19.10. We shall follow it through from the point where failure is recognized. 
Forecasting 
There are two main approaches to forecasting.Managers sometimes use qualitative methods based on opinions, past experience, even best guesses. There is also a range of qualitative forecasting techniques available to help managers evaluate trends and causal relationships and make predictions about the future. Also quantitative forecasting techniques can be used to model data. Although no approach or technique will result in an accurate forecast, a combination of qualitative and quantitative approaches can be used to great effect by bringing together expert judgements and predictive models. 
Qualitative methods 
Imagine you were asked to forecast the outcome of a forthcoming football match. Simply looking at the teams’ performance over the last few weeks and extrapolating it is unlikely to yield the right result. Like many business decisions the outcome will depend on many other factors. In this case the strength of the opposition, their recent form, injuries to players on both sides, the match location and even the weather will have an influence on the outcome. A qualitative approach involves collecting and appraising judgements, options, even best guesses as well as past performance from ‘experts’ to make a prediction. There are several ways this can be done: a panel approach, Delphi method and scenario planning. 
Panel approach 
Just as panels of football pundits gather to speculate about likely outcomes, so too do politicians, business leaders, stock market analysts, banks and airlines. The panel acts like a focus group allowing everyone to talk openly and freely. Although there is the great advantage of several brains being better than one, it can be difficult to reach a consensus, or sometimes the views of the loudest or highest status may emerge (the bandwagon effect). Although more reliable than one person’s views, the panel approach still has the weakness that everybody, even the experts, can get it wrong. 
Delphi method 
Perhaps the best-known approach to generating forecasts using experts is the Delphi method. This is a more formal method which attempts to reduce the influences from procedures of face-to-face meetings. It employs a questionnaire, emailed or posted to the experts. The replies are analyzed and summarized and returned, anonymously, to all the experts. The experts are then asked to reconsider their original response in the light of the replies and arguments put forward by the other experts. This process is repeated several more times to conclude either with a consensus or at least a narrower range of decisions. One refinement of this approach is to allocate weights to the individuals and their suggestions based on, for example, their experience, their past success in forecasting, other people’s views of their abilities. The obvious problems associated with this method include constructing an appropriate questionnaire, selecting an appropriate panel of experts and trying to deal with their inherent biases.1 
Scenario planning 
One method for dealing with situations of even greater uncertainty is scenario planning. This is usually applied to long-range forecasting, again using a panel. The panel members are generally asked to devise a range of future scenarios. Each scenario can then be discussed and the inherent risks considered. Unlike the Delphi method, scenario planning is not necessarily concerned with arriving at a consensus but looking at the possible range of options and putting plans in place to try to avoid the ones that are least desired and taking action to follow the most desired. 
Quantitative methods 
There are two main approaches to qualitative forecasting: time series analysis and causal modelling techniques. Time series examine the pattern of past behaviour of a single phenomenon over time taking into account reasons for variation in the trend in order to use the analysis to forecast the phenomenon’s future behaviour. Causal modelling is an approach which describes and evaluates the complex cause–effect relationships between the key variables (such as in Figure S6.2). 
Time series analysis 
Simple time series plot a variable over time, then by removing underlying variations with assignable causes use extrapolation techniques to predict future behaviour. The key weakness with this approach is that it simply looks at past behaviour to predict the future, ignoring causal variables which are taken into account in other methods such as causal modelling or qualitative techniques. For example, suppose a company is attempting to predict the future sales of a product. The past three years’ sales, quarter by quarter, are shown in Figure S6.3(a). This series of past sales may be analyzed to indicate future sales. For instance, underlying the series might be a linear upward trend in sales. If this is taken out of the data, as in Figure S6.3(b), we are left with a cyclical seasonal variation. The mean deviation of each quarter from the trend line can now be taken out, to give the average seasonality deviation. What remains is the random variation about the trends and seasonality lines, Figure S6.3(c). Future sales may now be predicted as lying within a band about a projection of the trend, plus the seasonality. The width of the band will be a function of the degree of random variation. 

Forecasting unassignable variations 
The random variations which remain after taking out trend and seasonal effects are without any known or assignable cause. This does not mean that they do not have a cause, however, just that 
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Aggregate demand and capacity 
The important characteristic of capacity planning and control, as we are treating it here, is that it is concerned with setting capacity levels over the medium and short terms in aggregated terms. That is, it is making overall, broad capacity decisions, but is not concerned with all of the detail of the individual products and services offered. This is what ‘aggregated’ means – different products and services are bundled together in order to get a broad view of demand and capacity. This may mean some degree of approximation, especially if the mix of products or services being produced varies significantly (as we shall see later in this chapter). Nevertheless, as a first step in planning and control, aggregation is necessary. For example, a hotel might think of demand and capacity in terms of ‘room nights per month’. This ignores the number of guests in each room and their individual requirements, but it is a good first approximation. A woollen knitwear factory might measure demand and capacity in the number of units (garments) it is capable of making per month, ignoring size, colour or style variations. Aluminium producers could use tonnes per month, ignoring types of alloy, gauge and batch size variation. The ultimate aggregation measure is money. For example, retail stores, which sell an exceptionally wide variety of products, use revenue per month, ignoring variation in spend, number of items bought, the gross margin of each item and the number of items per customer transaction. If all this seems very approximate, remember that most operations have sufficient experience of dealing with aggregated data to find it useful. 

Cumulative representations 
Figure 11.12 shows the forecast aggregated demand for a chocolate factory which makes confectionery products. Demand for its products in the shops is greatest at Christmas. To meet this demand and allow time for the products to work their way through the distribution system, the factory must supply a demand which peaks in September, as shown. One method of assessing whether a particular level of capacity can satisfy the demand would be to calculate the degree of over-capacity below the graph which represents the capacity levels (areas A and C) and the degree of under-capacity above the graph (area B). If the total overcapacity is greater than the total under-capacity for a particular level of capacity, that capacity could be regarded as adequate to satisfy demand fully, the assumption being that inventory has been accumulated in the periods of over-capacity. However, there are two problems with this approach. The first is that each month shown in Figure 11.12 may not have the same amount of productive time. Some months (August, for example) may contain vacation periods which reduce the availability of capacity. The second problem is that a capacity level which seems adequate may be able to supply products only after the demand for them has occurred. For example, if the period of under-capacity occurred at the beginning of the year, no inventory could have accumulated to meet demand. A far superior way of assessing capacity plans is first to plot demand on a cumulative basis. 
Queuing or ‘waiting line’ management 
When we were illustrating the use of cumulative representations for capacity planning and control, our assumption was that, generally, any production plan should aim to meet demand at any point in time (the cumulative production line must be above the cumulative demand line). Looking at the issue as a queuing problem (in many parts of the world queuing concepts are referred to as ‘waiting line’ concepts) accepts that, while sometimes demand may be satisfied instantly, at other times customers may have to wait. This is particularly true when the arrival of individual demands on an operation are difficult to predict or the time to produce a product or service is uncertain, or both. These circumstances make providing adequate capacity at all points in time particularly difficult. Figure 11.16 shows the general form of this capacity issue. Customers arrive according to some probability distribution and wait to be processed (unless part of the operation is idle); when they have reached the front of the queue, they are processed by one of the n parallel ‘servers’ (their processing time also being described by a probability distribution), after which they leave the operation. There are many examples of this kind of system. Table 11.2 illustrates some of these. All of these examples can be described by a common set of elements that define their queuing behaviour. 
Alternative capacity plans 
With an understanding of both demand and capacity, the next step is to consider the alternative methods of responding to demand fluctuations. There are three ‘pure’ options available for coping with such variation: 
_ ignore the fluctuations and keep activity levels constant (level capacity plan); 
_ adjust capacity to reflect the fluctuations in demand (chase demand plan); 
_ attempt to change demand to fit capacity availability (demand management). 
In practice, most organizations will use a mixture of all of these ‘pure’ plans, although often one plan might dominate. The short case ‘Seasonal salads’ describes how one operation uses some of these options. 
Level capacity plan 
In a level capacity plan, the processing capacity is set at a uniform level throughout the planning period, regardless of the fluctuations in forecast demand. This means that the same number of staff operates the same processes and should therefore be capable of producing the same aggregate output in each period. Where non-perishable materials are processed, but not immediately sold, they can be transferred to finished goods inventory in anticipation of sales at a later time. Thus this plan is feasible (but not necessarily desirable) for our examples of the woollen knitwear company and the aluminium producer. Level capacity plans of this type can achieve the objectives of stable employment patterns, high process utilization and usually also high productivity with low unit costs. Unfortunately, they can also create considerable inventory which has to be financed and stored. Perhaps the biggest problem, however, is that decisions have to be taken as to what to produce for inventory rather than for immediate sale.Will green woollen sweaters knitted in July still be fashionable in October? Could a particular aluminium alloy in a specific sectional shape still be sold months after it has been produced? Most firms operating this plan, therefore, give priority to creating inventory only where future sales are relatively certain and unlikely to be affected by changes in fashion or design. Clearly, such plans are not suitable for ‘perishable’ products, such as foods and some pharmaceuticals, for products where fashion changes rapidly and unpredictably (popular music CDs, fashion garments) or for customized products. A level capacity plan could also be used by the hotel and supermarket, although this would not be the usual approach of such organizations because it generally results in a waste of staff resources, reflected in low productivity. Because service cannot be stored as inventory, a level capacity plan would involve running the operation at a uniformly high level of capacity availability. The hotel would employ sufficient staff to service all the rooms, to run a full restaurant and to staff the reception even in months when demand was expected to be well below capacity. Similarly, the supermarket would plan to staff all the checkouts, warehousing operations and so on even in quiet periods. 
Chase demand plan 
The opposite of a level capacity plan is one which attempts to match capacity closely to the varying levels of forecast demand. This is much more difficult to achieve than a level capacity plan, as different numbers of staff, different working hours and even different amounts of equipment may be necessary in each period. For this reason, pure chase demand plans are unlikely to appeal to operations which manufacture standard, non-perishable products. Also, where manufacturing operations are particularly capital-intensive, the chase demand policy would require a level of physical capacity, all of which would be used only occasionally. It is for this reason that such a plan is less likely to be appropriate for the aluminium producer than for the woollen garment manufacturer (see Figure 11.9). A pure chase demand plan is more usually adopted by operations which cannot store their output, such as customer-processing operations or manufacturers of perishable products. It avoids the wasteful provision of excess staff that occurs with a level capacity plan and yet should satisfy customer demand throughout the planned period. Where output can be stored, the chase demand policy might be adopted in order to minimize or eliminate finished goods inventory. 
Methods of adjusting capacity 
Overtime and idle time 
Often the quickest and most convenient method of adjusting capacity is by varying the number of productive hours worked by the staff in the operation. 
Varying the size of the workforce 
If capacity is largely governed by workforce size, one way to adjust it is to adjust the size of the workforce. This is done by hiring extra staff during periods of high demand and laying them off as demand falls, or hire and fire. 
Sub-contracting 
In periods of high demand, an operation might buy capacity from other organizations, called sub- contracting. 
Manage demand plan 
The most obvious mechanism of demand management is to change demand through price. Although this is probably the most widely applied approach in demand management, it is less common for products than for services. Some city hotels offer low-cost ‘city break’ vacation packages in the months when fewer business visitors are expected. Skiing and camping holidays are cheapest at the beginning and end of the season and are particularly expensive during school vacations. Discounts are given by photo-processing firms during winter periods but never around summer holidays. Ice-cream is ‘on offer’ in many supermarkets during the winter. The objective is invariably to stimulate off-peak demand and to constrain peak demand in order to smooth demand as much as possible. Organizations can also attempt to increase demand in low periods by appropriate advertising. For example, turkey growers in the UK and the USA make vigorous attempts to promote their products at times other than Christmas and Thanksgiving. 
Bottom up perspective 
This idea of strategy being shaped by operational-level experience over time is sometimes called the concept of emergent strategies (see Figure 3.4)4 Strategy is gradually shaped over time and based on real-life experience rather than theoretical positioning. Indeed, strategies are often formed in a relatively unstructured and fragmented manner to reflect the fact that the future is at least partially unknown and unpredictable. This view of operations strategy is perhaps more descriptive of how things really happen, but at first glance it seems less useful in providing a guide for specific decision making. Yet while emergent strategies are less easy to categorize, the principle governing a bottom-up perspective is clear: shape the operation’s objectives and action, at least partly, by the knowledge it gains from its day-to-day activities. The key virtues required for shaping strategy from the bottom up are an ability to learn from experience and a philosophy of continual and incremental improvement. 

Configuration of the supply network 
Even when an operation does not directly own, or even control, other operations in its network, it may still wish to change the shape of the network. This involves attempting to manage network behaviour by reconfiguring the network so as to change the scope of the activities performed in each operation and the nature of the relationships between them. Reconfiguring a supply network sometimes involves parts of the operation being merged – not necessarily in the sense of a change of ownership of any parts of an operation but rather in the way responsibility is allocated for carrying out activities. The most common example of network reconfiguration has come through the many companies that have recently reduced the number of direct suppliers. The complexity of dealing with many hundreds of suppliers may both be expensive for an operation and (sometimes more important) prevent the operation from developing a close relationship with a supplier. It is not easy to be close to hundreds of different suppliers. 
Disintermediation 
Another trend in some supply networks is that of companies within a network bypassing customers or suppliers to make contact directly with customers’ customers or suppliers’ suppliers. ‘Cutting out the middle men’ in this way is called disintermediation. An obvious example of this is the way the internet has allowed some suppliers to ‘disintermediate’ traditional retailers in supplying goods and services to consumers. So, for example, many services in the travel industry that used to be sold through retail outlets (travel agents) are now also available direct from the suppliers. The option of purchasing the individual components of a vacation through the websites of the airline, hotel, car hire company, etc. is now easier for consumers. Of course, they may still wish to purchase an ‘assembled’ product from retail travel agents which can have the advantage of convenience. Nevertheless the process of disintermediation has developed new linkages in the supply network. 
Co- opetition 
One approach to thinking about supply networks sees any business as being surrounded by four types of players: suppliers, customers, competitors and complementors. Complementors enable one’s products or services to be valued more by customers because they also can have the complementor’s products or services, as opposed to when they have yours alone. Competitors are the opposite; they make customers value your product or service less when they can have their product or service rather than yours alone. Competitors can also be complementors and vice versa. For example, adjacent restaurants may see themselves as competitors for customers’ business. A customer standing outside and wanting a meal will choose between the two of them. Yet in another way they are complementors. Would that customer have come to this part of town unless there was more than one restaurant to choose from? Restaurants, theatres, art galleries and tourist attractions generally all cluster together in a form of cooperation to increase the total size of their joint market. It is important to distinguish between the way companies cooperate in increasing the total size of a market and the way in which they then compete for a share of that market. Customers and suppliers, it is argued, should have ‘symmetric’ roles. Harnessing the value of suppliers is just as important as listening to the needs of customers. Destroying value in a supplier in order to create it in a customer does not increase the value of the network as a whole. So, pressurizing suppliers will not necessarily add value. In the long term it creates value for the total network to find ways of increasing value for suppliers as well as customers. All the players in the network, whether they are customers, suppliers, competitors or complementors, can be both friends and enemies at different times. The term used to capture this idea is ‘co-opetition’. 
Control 

Critical path method 
As project complexity increases, so it becomes necessary to identify the relationships between activities. It becomes increasingly important to show the logical sequence in which activities must take place. The critical path method models the project by clarifying the relationships between activities diagrammatically. The first way we can illustrate this is by using arrows to represent each activity in a project. For example, examine the simple project in Figure 16.14 which involves the decoration of an apartment. Six activities are identified together with their relationships. The first, activity a, ‘remove furniture’, does not require any of the other activities to be completed before it can be started. However, activity b, ‘preparebedroom’, cannot be started until activity a has been completed. The same applies to activity d, ‘prepare the kitchen’. Similarly activity c, ‘paint bedroom’, cannot be started until activity b has been completed. Nor can activity e, ‘paint the kitchen’, be started until the kitchen has been prepared. Only when both the bedroom and the kitchen have been painted can the apartment be furnished again. The logic of these relationships is shown as an arrow diagram, where each activity is represented by an arrow (the length of the arrows is not proportional 
to the duration of the activities). This arrow diagram can be developed into a network diagram as shown in Figure 16.15. At the tail (start) and head (finish) of each activity (represented by an arrow) is a circle which represents an event. Events are moments in time which occur at the start or finish of an activity. They have no duration and are of a definite recognizable nature. Networks of this type are composed only of activities and events. The rules for drawing this type of network diagram are fairly straightforward: 
Rule 1 An event cannot be reached until all activities leading to it are complete. Event 5 in Figure 16.15 is not reached until activities c and e are complete. 
Rule 2 No activity can start until its tail event is reached. In Figure 16.15 activity f cannot start until event 5 is reached. 
Rule 3 No two activities can have the same head and tail events. In Figure 16.16 activities x and y cannot be drawn as first shown; they must be drawn using a dummy activity. These have no duration and are usually shown as a dotted-line arrow. They are used either for clarity of drawing or to keep the logic of the diagram consistent with that of the project. 

Crashing networks 
Crashing networks is the process of reducing time spans on critical path activities so that the project is completed in less time. Usually, crashing activities incurs extra cost. This can be as a result of: 
_ overtime working; 
_ additional resources, such as manpower; 
_ sub-contracting. 
Figure 16.25 shows an example of crashing a simple network. For each activity the duration and normal cost are specified, together with the (reduced) duration and (increased) cost of crashing them. Not all activities are capable of being crashed; here activity e cannot be crashed. The critical path is the sequence of activities a, b, c, e. If the total project time is to be reduced, one of the activities on the critical path must be crashed. In order to decide which activity to crash, the ‘cost slope’ of each is calculated. This is the cost per time period of reducing durations. The most cost-effective way of shortening the whole project then is to crash the activity on the critical path which has the lowest cost slope. This is activity a, the crashing of which will cost an extra £2000 and will shorten the project by one week. After this, activity c can be crashed, saving a further two weeks and costing an extra £5000. At this point all the activities have become critical and further time savings can be achieved only by crashing two activities in parallel. The shape of the time–cost curve in Figure 16.25 is entirely typical. Initial savings come relatively inexpensively if the activities with the lowest cost slope are chosen. Later in the crashing sequence the more expensive activities need to be crashed and eventually two or more paths become jointly critical. Inevitably by that point, savings in time can come only from crashing two or more activities on parallel paths. 

Dependent and independent demand 
Some operations can predict demand with more certainty than others. For example, consider an operation providing professional decorating and refurbishment services which has as its customers a number of large hotel chains. Most of these customers plan the refurbishment and decoration of their hotels months or even years in advance. Because of this, the decoration company can itself plan its activities in advance. Its own demand is dependent upon the relatively predictable activities of its customers. By contrast, a small painter and decorator serves the domestic and small business market. Some business also comes from house construction companies, but only when their own painters and decorators are fully occupied. In this case, demand on the painting and decorating company is relatively unpredictable. To some extent, there is a random element in demand which is virtually independent of any factors obvious to the company. 
Dependent and independent demand concepts are closely related to how the operation chooses to respond to demand. In conditions of dependent demand, an operation will start the process of producing goods or services only when it needs to. Each order triggers the planning and control activities to organize their production. For example, a specialist housebuilder might start the process of planning and controlling the construction of a house only when requested to do so by the customer. The builder might not even have the resources to start building before the order is received. The material that will be necessary to build the house will be purchased only when the timing and nature of the house are certain. The staff and the construction equipment might also be ‘purchased’ only when the nature of demand is clear. In a similar way, a specialist conference organizer will start planning for an event only when specifically requested to do so by the client. A venue will be booked, speakers organized, meals arranged and the delegates contacted only when the nature of the service is clear. The planning and control necessary for this kind of operation can be called resource-to-order planning and control. 
Other operations might be sufficiently confident of the nature of demand, if not its volume and timing, to keep ‘in stock’ most of the resources it requires to satisfy its customers. Certainly it will keep its transforming resources, if not its transformed resources. However, it would still make the actual product or service only to a firm customer order. For example, a housebuilder which has standard designs might choose to build each house only when a customer places a firm order. Because the design of the house is relatively standard, materials suppliers will have been identified, even if the building operation does not keep the items in stock itself. The equivalent in the conference business would be a conference centre which has its own ‘stored’ permanent resources (the building, staff, etc.) but starts planning a conference only when it has a firm booking. In both cases, the operations would need create-to-order or make-to-order planning and control. 
Difference planning and control 
In this text we have chosen to treat planning and control together. This is because the division between planning and control is not clear, either in theory or in practice.However, there are some general features that help to distinguish between the two. Planning is a formalization of what is intended to happen at some time in the future. But a plan does not guarantee that an event will actually happen. Rather it is a statement of intention. Although plans are based on expectations, during their implementation things do not always happen as expected. Customers change their minds about what they want and when they want it. Suppliers may not always deliver on time, machines may fail or staff may be absent through illness. Control is the process of coping with changes in these variables. It may mean that plans need to be redrawn in the short term. It may also mean that an ‘intervention’ will need to be made in the operation to bring it back ‘on track’ – for example, finding a new supplier who can deliver quickly, repairing the machine which failed or moving staff from another part of the operation to cover for the absentees. Control makes the adjustments which allow the operation to achieve the objectives that the plan has set, even when the assumptions on which the plan was based do not hold true. 

Division of labour 
There are some real advantages in division-of-labour principles: 
_ It promotes faster learning. It is obviously easier to learn how to do a relatively short and simple task than a long and complex one. This means that new members of staff can be quickly trained and assigned to their tasks when they are short and simple. 
_ Automation becomes easier. Dividing a total task into small parts raises the possibility of automating some of those small tasks. Substituting technology for labour is considerably easier for short and simple tasks than for long and complex ones. 
_ Reduced non-productive work. This is probably the most important benefit of division of labour. In large, complex tasks the proportion of time spent picking up tools and materials, putting them down again and generally finding, positioning and searching can be very high indeed. For example, one person assembling a whole motor car engine would take two or three hours and involve much searching for parts, positioning and so on. Around half the person’s time would be spent on these reaching, positioning, finding tasks (called non-productive elements of work). Now consider how a motor car engine is actually made in practice. The total job is probably divided into 20 or 30 separate stages, each staffed by a person who carries out only a proportion of the total. Specialist equipment and materials-handling devices can be devised to help them carry out their job more efficiently. Furthermore, there is relatively little finding, positioning and reaching involved in this simplified task. Non-productive work can be considerably reduced, perhaps to under 10 per cent, which would be very significant to the costs of the operation. 
There are also serious drawbacks to highly divided jobs: 
_ Monotony. The shorter the task, the more often operators will need to repeat it. Repeating the same task, for example every 30 seconds, eight hours a day and five days a week, can hardly be called a fulfilling job. As well as any ethical objections, there are other, more obviously practical objections to jobs which induce such boredom. These include the increased likelihood of absenteeism and staff turnover, the increased likelihood of error and even the deliberate sabotage of the job. 
_ Physical injury. The continued repetition of a very narrow range of movements can, in extreme cases, lead to physical injury. The over-use of some parts of the body (especially the arms, hands and wrists) can result in pain and a reduction in physical capability. This is sometimes called repetitive strain injury. 
_ Low flexibility. Dividing a task into many small parts often gives the job design a rigidity which is difficult to adapt under changing circumstances. For example, if an assembly line has been designed to make one particular product but then has to change to manufacture a quite different product, the whole line will need to be redesigned. This will probably involve changing every operator’s set of tasks, which can be a long and difficult procedure. 
_ Poor robustness. Highly divided jobs imply materials (or information) passing between several stages. If one of these stages is not working correctly, for example because some equipment is faulty, the whole operation is affected. However, if each person is performing the whole of the job, any problems will affect only that one person’s output. 
Drum, buffer, rope 
The drum, buffer, rope concept comes from the theory of constraints (TOC) and a concept called Optimized Production Technology (OPT) originally described by Eli Goldratt in his novel The Goal.8 (We will deal more with his ideas in Chapter 14.) It is an idea that helps to decide exactly where in a process control should occur. Most do not have the same amount of work loaded onto each separate work centre (that is, they are not perfectly balanced). This means there is likely to be a part of the process which is acting as a bottleneck on the work flowing through the process. Goldratt argued that the bottleneck should be the control point of the whole process. It is called the drum because it sets the ‘beat’ for the rest of the process to follow. Because it does not have sufficient capacity, a bottleneck is (or should be) working all the time. Therefore, it is sensible to keep a buffer of inventory in front of it to make sure it always has something to work on. Because it constrains the output of the whole process, any time lost at the bottleneck will affect the output from the whole process. So it is not worthwhile for the parts of the process before the bottleneck to work to their full capacity. All they would do is produce work which would accumulate further along in the process up to the point where the bottleneck is constraining the flow. Therefore, some form of communication between the bottleneck and the input to the process is needed to make sure that activities before the bottleneck do not overproduce. This is called the rop. 

Effects o process variability 
So far in our treatment of process design we have assumed that there is no significant variability either in the demand to which the process is expected to respond or in the time taken for the process to perform its various activities. Clearly, this is not the case in reality. So, it is important to look at the variability that can affect processes and take account of it. There are many reasons why variability occurs in processes. These can include the late (or early) arrival of material, information or customers, a temporary malfunction or breakdown of process technology within a stage of the process, the recycling of ‘mis-processed’ materials, information or customers to an earlier stage in the process, variation in the requirements of items being processed, etc. All these sources of variation interact with each other, but result in two fundamental types of variability. 
_ variability in the demand for processing at an individual stage within the process, usually expressed in terms of variation in the inter-arrival times of units to be processed; 
_ variation in the time taken to perform the activities (i.e. process a unit) at each stage. 
To understand the effect of arrival variability on process performance it is first useful to examine what happens to process performance in a very simple process as arrival time changes under conditions of no variability. For example, the simple process shown in Figure 4.17 comprises one stage that performs exactly 10 minutes of work. Units arrive at the process at a constant and predictable rate. If the arrival rate is one unit every 30 minutes, then the process will be utilized for only 33.33 per cent of the time and the units will never have to wait to be processed. This is shown as point A on Figure 4.17. If the arrival rate increases to one arrival every 20 minutes, the utilization increases to 50 per cent, and again the units will not have to wait to be processed. This is point B on Figure 4.17. If the arrival rate increases to one arrival every 10 minutes, the process is now fully utilized, but because a unit arrives just as the previous one has finished being processed, no unit has to wait. This is point C on Figure 4.17. However, if the arrival rate ever exceeded one unit every 10 minutes, the waiting line in front of the process activity would build up indefinitely, shown as point D in Figure 4.17. So, in a perfectly constant and predictable world, the relationship between process waiting time and utilization is a rectangular function, as shown by the red dashed line in Figure 4.17. However, when arrival and process times are variable, sometimes the process will have units waiting to be processed, while at other times the process will be idle, waiting for units to arrive. Therefore the process will have both a ‘non-zero’ average queue and be underutilized in the same period. So, a more realistic point is that shown as point X in Figure 4.17. If the average arrival time were to be changed with the same variability, the blue line in Figure 4.17 would show the relationship between average waiting time and process utilization. 

The greater the variability in the process, the more the waiting time – utilization deviates from the simple rectangular function of the ‘no variability’ conditions that was shown in Figure 4.17. A set of curves for a typical process is shown in Figure 4.18(a). This phenomenon has important implications for the design of processes. In effect it presents three options to process designers wishing to improve the waiting time or utilization performance of their processes, as shown in Figure 4.18(b). Either, 
_ accept long average waiting times and achieve high utilization (point X); 
_ accept low utilization and achieve short average waiting times (point Y); or 
_ reduce the variability in arrival times, activity times or both and achieve higher utilization and short waiting times (point Z). 
To analyze processes with both inter-arrival and activity time, variability queuing or ‘waiting line’ analysis can be used. But do not dismiss the relationship shown in Figures 4.17 and 4.18 as some minor technical phenomenon. It is far more than this. It identifies an important choice in process design that could have strategic implications. Which is more important to a business, fast throughput time or high utilization of its resources? The only way to have both of these simultaneously is to reduce variability in its processes, which may itself require strategic decisions such as limiting the degree of customization of products or services, or imposing stricter limits on how products or services can be delivered to customers, and so on. It also demonstrates an important point concerned with the day-to-day management of process – the only way to absolutely guarantee 100 per cent utilization of resources is to accept an infinite amount of work in progress and/or waiting time. 
end-to-end business processes 
So customer needs for each product are entirely fulfilled from within what is called an ‘end-to-end’ business process. This often cuts across conventional organizational boundaries. Reorganizing (or ‘reengineering’) process boundaries and organizational responsibilities around these business processes is the philosophy behind business process reengineering (BPR). 

Environmentally sensitive design 
With the issues of environmental protection becoming more important, both process and product/service designers have to take account of ‘green’ issues. In many developed countries, legislation has already provided some basic standards which restrict the use of toxic materials, limit discharges to air and water, and protect employees and the public from immediate and long-term harm. Interest has focused on some fundamental issues: 
_ The sources of inputs to a product or service. (Will they damage rainforests? Will they use up scarce minerals? Will they exploit the poor or use child labour?) 
_ Quantities and sources of energy consumed in the process. (Do plastic beverage bottles use more energy than glass ones? Should waste heat be recovered and used in fish farming?) 
_ The amounts and type of waste material that are created in the manufacturing processes. (Can this waste be recycled efficiently or must it be burned or buried in landfill sites? Will the waste have a long-term impact on the environment as it decomposes and escapes?) 
_ The life of the product itself. It is argued that if a product has a useful life of, say, 20 years, it will consume fewer resources than one that lasts only five years, which must therefore be replaced four times in the same period. However, the long-life product may require more initial inputs and may prove to be inefficient in the latter part of its use, when the latest products use less energy or maintenance to run. 
_ The end-of-life of the product. (Will the redundant product be difficult to dispose of in an environmentally friendly way? Could it be recycled or used as a source of energy? Could it still be useful in third-world conditions? Could it be used to benefit the environment, such as old cars being used to make artificial reefs for sea life?) 
Ergonomics 
Ergonomics is concerned primarily with the physiological aspects of job design – that is, with the human body and how it fits into its surroundings. This involves two aspects. First, how a person interfaces with environmental conditions in his or her immediate working area. By this we mean the temperature, lighting, noise environment and so on. Second, how the person interfaces with the physical aspect of his or her workplace, where the ‘workplace’ includes tables, chairs, desks, machines, computers. Ergonomics is sometimes referred to as human factors engineering or just ‘human factors’. Both of these aspects are linked by two common ideas: 
_ There must be a fit between people and the jobs they do. To achieve this fit there are only two alternatives. Either the job can be made to fit the people who are doing it, or alternatively, the people can be made (or perhaps less radically, recruited) to fit the job. 
Ergonomics addresses the former alternative. 
_ It is important to take a ‘scientific’ approach to job design, for example collecting data to indicate how people react under different job design conditions and trying to find the best set of conditions for comfort and performance. 
Ergonomic environmental design 
The Giza Quarry operates at the edge of a desert where temperatures reach 40 degrees at the height of summer. The immediate environment in which jobs take place will influence the way they are performed so you will need to provide shade and shelter and ensure a plentiful supply of fresh water and food for the workforce.Working conditions which are too hot or too cold, insufficiently illuminated or glaringly bright, excessively noisy or irritatingly silent will all influence the way jobs are carried out. Many of these issues are often covered by occupational health and safety legislation which controls environmental conditions in workplaces throughout the world. A thorough understanding of this aspect of ergonomics is necessary to work within the guidelines of such legislation. 
Failure 
There are three main ways of measuring failure: 
_ failure rates – how often a failure occurs; 
_ reliability – the chances of a failure occurring; 
_ availability – the amount of available useful operating time. 
‘Failure rate’ and ‘reliability’ are different ways of measuring the same thing – the propensity of an operation, or part of an operation, to fail. Availability is one measure of the consequences of failure in the operation. 
Failure over time – the ‘bath-tub’ curve 
Failure, for most parts of an operation, is a function of time. At different stages during the life of anything, the probability of it failing will be different. The probability of an electric lamp failing is relatively high when it is first plugged in. Any small defect in the material from which the filament is made or in the way the lamp was assembled could cause the lamp to fail. If the lamp survives this initial stage, it could still fail at any point, but the longer it survives, the more likely its failure becomes. Most physical parts of an operation behave in a similar manner. The curve which describes failure probability of this type is called the bath-tub curve. It comprises three distinct stages: 
_ the ‘infant-mortality’ or ‘early-life’ stage where early failures occur caused by defective parts or improper use; 
_ the ‘normal-life’ stage when the failure rate is usually low and reasonably constant, and caused by normal random factors; 
_ the ‘wear-out’ stage when the failure rate increases as the part approaches the end of its working life and failure is caused by the ageing and deterioration of parts. 

Mean time between failures 
An alternative (and common) measure of failure is the mean time between failures (MTBF) of a component or system. MTBF is the reciprocal of failure rate (in time). Thus: 
MTBF = operating hours/ number of failures 
Availability 
Availability is the degree to which the operation is ready to work. An operation is not available if it has either failed or is being repaired following failure. 
Failure detection 
Organizations sometimes may not be aware that the system has failed and thereby lose the opportunity both to put things right for the customer and to learn from the experience. Customers dissatisfied with the food or the service at a restaurant are very likely to ‘vote with their feet’. When customers do complain about a product or a service, the situation may be dealt with, but the system may not be changed to prevent such problems occurring again. This may be due to staff fearing that drawing attention to a problem might be seen to be a sign of weakness or lack of ability, or because there are inadequate failure identification systems, or a lack of managerial support or interest in making improvements. Many mechanisms are available to seek out failures in a proactive way: 
_ In-process checks. Employees check that the service is acceptable during the process itself. This is often undertaken in restaurants, for example ‘Is everything all right with your meal, madam?’ 
_ Machine diagnostic checks. A machine is tested by putting it through a prescribed sequence of activities designed to expose any failures or potential failures. Computer servicing procedures often include this type of check. 
_ Point-of-departure interviews. At the end of a service, staff may formally or informally check that the service has been satisfactory and try to solicit problems as well as compliments. 
_ Phone surveys. These can be used to solicit opinions about products or services. Television rental companies, for example, may check on the installation and servicing of equipment in this way. 
_ Focus groups. These are groups of customers who are brought together to focus on some aspects of a product or service. These can be used to discover either specific problems or more general attitudes towards the product or service. 
_ Complaint or feedback cards and questionnaires. These are used by many organizations to solicit views about the products and services. The problem here is that very few people tend to complete them. Questionnaires may generate a slightly higher response than complaint cards, although it is difficult to identify specific individual complaints. 
Failure analysis 
One of the critical activities for an organization when failure has occurred is to understand why it occurred. This activity is called failure analysis. There are many different techniques and approaches which are used to uncover the root cause of failures. Some of these were described in the previous chapter. Others include the following: 
_ Accident investigation. Large-scale national disasters like oil tanker spillages and airplane accidents are usually investigated using accident investigation, where specifically trained staff analyze the causes of the accident. 
_ Failure traceability. Some businesses (either by choice or because of a legal requirement) adopt traceability procedures to ensure that all their failures (such as contaminated food products) are traceable. Any failures can be traced back to the process which produced them, the components from which they were produced or the suppliers which provided them. 
_ Complaint analysis. Complaints (and compliments) are a potentially valuable source for detecting the root causes of failures of customer service. Two key advantages of complaints are that they come unsolicited and also they are often very timely pieces of information that can pinpoint problems quickly. Complaint analysis also involves tracking the actual number of complaints over time, which can in itself be indicative of developing problems. The prime function of complaint analysis involves analyzing the ‘content’ of the complaints to understand better the nature of the failure as it is perceived by the customer. 
Based on a quantitative evaluation of these three questions, a risk priority number (RPN) is calculated for each potential cause of failure. Corrective actions, aimed at preventing failure, are then applied to those causes whose RPN indicates that they warrant priority. It is essentially a seven-step process: 
Step 1 Identify all the component parts of the product or service. 
Step 2 List all the possible ways in which the components could fail (the failure modes). 
Step 3 Identify the possible effects of the failures (down time, safety, repair requirements, effects on customers). 
Step 4 Identify all the possible causes of failure for each failure mode. 
Step 5 Assess the probability of failure, the severity of the effects of failure and the likelihood of detection. 
Step 6 Calculate the RPN by multiplying all three ratings together. 
Step 7 Instigate corrective action which will minimize failure on failure modes that show a high RPN. 
Fault-tree analysis 
This is a logical procedure that starts with a failure or a potential failure and works backwards to identify all the possible causes and therefore the origins of that failure. Fault-tree analysis is made up of branches connected by two types of nodes: AND nodes and OR nodes. The branches below an AND node all need to occur for the event above the node to occur. Only one of the branches below an OR node needs to occur for the event above the node to occur. Figure 19.5 shows a simple tree identifying the possible reasons for a hot dish being served cold in a restaurant. 

Redundancy 
Building in redundancy to an operation means having back-up systems or components in case of failure. It can be expensive and is generally used when the breakdown could have a critical impact. It means doubling or even tripling some parts of a process or system in case one component fails. Nuclear power stations, spacecraft and hospitals all have auxiliary systems in case of an emergency. Some organizations also have ‘back-up’ staff held in reserve in case someone does not turn up for work or is held up on one job and is unable to move on to the next. Rear brake lighting sets in buses and trucks contain two bulbs to reduce the likelihood of not showing a red light. Human bodies contain two of some organs – kidneys and eyes, for example – both of which are used in ‘normal operation’ but the body can cope with a failure in one of them. The reliability of a component together with its back-up is given by the sum of the reliability of the original component and the likelihood that the back-up component will both be needed and be working. 
The three basic approaches to maintenance 
In practice an organization’s maintenance activities will consist of some combination of the three basic approaches to the care of its physical facilities. These are run to breakdown (RTB), preventive maintenance (PM) and condition-based maintenance (CBM). 
Run to breakdown maintenance, as its name implies, involves allowing the facilities to continue operating until they fail. Maintenance work is performed only after failure has taken place. For example, the televisions, bathroom equipment and telephones in a hotel’s guest rooms will probably be repaired only when they fail. The hotel will keep some spare parts and the staff available to make any repairs when needed. Failure in these circumstances is neither catastrophic (although perhaps irritating to the guest) nor so frequent as to make regular checking of the facilities appropriate. 
Preventive maintenance, attempts to eliminate or reduce the chances of failure by servicing (cleaning, lubricating, replacing and checking) the facilities at pre-planned intervals. For example, the engines of passenger aircraft are checked, cleaned and calibrated according to a regular schedule after a set number of flying hours. Taking aircraft away from their regular duties for preventive maintenance is clearly an expensive option for any airline. The consequences of failure while in service are considerably more serious, however. The principle is also applied to facilities with less catastrophic consequences of failure. The regular cleaning and lubricating of machines, even the periodic painting of a building, could be considered preventive maintenance. 
Condition-based maintenance, attempts to perform maintenance only when the facilities require it. For example, continuous process equipment, such as that used in coating photographic paper, is run for long periods in order to achieve the high utilization necessary for cost-effective production. Stopping the machine to change, say, a bearing when it is not strictly necessary to do so would take it out of action for long periods and reduce its utilization. Here condition-based maintenance might involve continuously monitoring the vibrations, for example, or some other characteristic of the line. The results of this monitoring would then be used to decide whether the line should be stopped and the bearings replaced. 
Breakdown versus preventive maintenance 
Most operations plan their maintenance to include a level of regular preventive maintenance which gives a reasonably low but finite chance of breakdown. Usually the more frequent the preventive maintenance episodes, the less are the chances of a breakdown. The balance between preventive and breakdown maintenance is set to minimize the total cost of breakdown. Infrequent preventive maintenance will cost little to provide but will result in a high likelihood (and therefore cost) of breakdown maintenance. Conversely, very frequent preventive maintenance will be expensive to provide but will reduce the cost of having to provide breakdown maintenance (see Figure 19.7a). The total cost of maintenance appears to minimize at an ‘optimum’ level of preventive maintenance. 
Failure distributions 
The shape of the failure probability distribution of a facility will also have an effect on the benefits of preventive maintenance. Figure 19.8 shows two probability curves for two machines, A and B. For machine A, the probability that it will break down before time x is relatively low. This machine will almost always break down between times x and y. If preventive maintenance was timed to occur just before point x, it could reduce the chances of breakdown substantially. Machine B, meanwhile, has a relatively high probability of breaking down at any time, although again the probability of breakdown increases after time x. This means that applying preventive maintenance at point x (or any other time) cannot bring the dramatic reduction in breakdowns possible with machine A. The implication of this is that preventive maintenance is more likely to lead to benefits when periods of high breakdown are reasonably predictable. 
The five goals of TPM (Total productive maintenance) 
TPM aims to establish good maintenance practice in operations through the pursuit of ‘the five goals of TPM’:8 
1 Improve equipment effectiveness by examining all the losses which occur. 
2 Achieve autonomous maintenance by allowing staff to take responsibility for some of the maintenance tasks and for the improvement of maintenance performance. 
3 Plan maintenance with a fully worked out approach to all maintenance activities. 
4 Train all staff in relevant maintenance skills so that both maintenance and operating staff have all the skills to carry out their roles. 
5 Achieve early equipment management by ‘maintenance prevention’ (MP), which involves considering failure causes and the maintainability of equipment during its design, manufacture, installation and commissioning. 
Reliability-centred maintenance 
One of the criticisms of the TPM approach is that it tends to recommend preventive maintenance at times when PM would be inappropriate. We have already seen in Figure 19.8 that the pattern of failure for a particular part of a process will influence how effective a PM approach can be. Reliability-centred maintenance (RCM) uses the pattern of failure for each type of failure mode of a part of a system to dictate the approach to its maintenance. For example, take the process illustrated in Figure 19.9. This is a simple shredding process which prepares vegetables prior to freezing. The most significant part of the process which requires the most maintenance attention is the cutter sub-assembly. However, there are several modes of failure which could lead to the cutters requiring attention. Sometimes they require changing simply because they have worn out through usage, sometimes they have been damaged by small stones entering the process, sometimes they have shaken loose because they were not fitted correctly. The failure patterns for these three failure modes are very different, as illustrated in Figure 19.9. Certainly, ‘wear-out’ can be managed by timing preventive maintenance intervals just prior to the increased likelihood of failure. But this approach would not help prevent stone damage which could happen at any time with equal likelihood. The approach here would be to prevent stones getting to the cutters in the first place, perhaps through fixing a screen. The failure pattern for the cutters shaking loose is different again. If the cutters have been incorrectly fitted, it would become evident soon after the fitting. Again, preventive maintenance is unlikely to help here; rather effort should be put into ensuring that the cutters are always correctly fitted, perhaps by organizing more appropriate training of staff. The approach of RCM is sometimes summarized as, ‘If we cannot stop it from happening, we had better stop it from mattering’. In other words, if maintenance cannot either predict or even prevent failure, and the failure has important consequences, then efforts need to be directed at reducing the impact of the failure. 
Recovery 
In parallel with considering how to prevent failures occurring, operations managers need to decide what they will do when failures do occur. This activity is called failure recovery. All types of operation can benefit from well-planned recovery. For example, a construction company whose mechanical digger breaks down can have plans in place to arrange a replacement from a hire company. The breakdown might be disruptive, but not as much as it might have been if the operations manager had not worked out what to do. Recovery procedures will also shape customers’ perceptions of failure. Even where the customer sees a failure, it may not necessarily lead to dissatisfaction. Indeed, in many situations, customers may well accept that things do go wrong. If there is a metre of snow on the train lines, or if the restaurant is particularly popular, we may accept that the product or service does not work. It is not necessarily the failure itself that leads to dissatisfaction but often the organization’s response to the breakdown.While mistakes may be inevitable, dissatisfied customers are not (see the short case ‘Carlsberg Tetley’s product recall’). A failure may even be turned into a positive experience. A good recovery can turn angry, frustrated customers into loyal ones. Professor Colin Armistead of Bournemouth University and Graham Clark of Cranfield University give details of investigations into customer satisfaction and customer loyalty in relation to service organizations in the USA 
Failure planning 
Identifying how organizations can recover from failure is of particular interest to service operations because they can turn failures around to minimize the effect on customers or even to turn failure into a positive experience. It is also of interest to other industries, however, especially those where the consequences of failure are particularly severe. Bulk chemical manufacturers and nuclear processors, for example, spend considerable resources in deciding how they will cope with failures. The activity of devising the procedures which allow the operation to recover from failure is called failure planning. It is often represented by stage models, one of which is represented in Figure 19.10. We shall follow it through from the point where failure is recognized. 
Forecasting 
There are two main approaches to forecasting.Managers sometimes use qualitative methods based on opinions, past experience, even best guesses. There is also a range of qualitative forecasting techniques available to help managers evaluate trends and causal relationships and make predictions about the future. Also quantitative forecasting techniques can be used to model data. Although no approach or technique will result in an accurate forecast, a combination of qualitative and quantitative approaches can be used to great effect by bringing together expert judgements and predictive models. 
Qualitative methods 
Imagine you were asked to forecast the outcome of a forthcoming football match. Simply looking at the teams’ performance over the last few weeks and extrapolating it is unlikely to yield the right result. Like many business decisions the outcome will depend on many other factors. In this case the strength of the opposition, their recent form, injuries to players on both sides, the match location and even the weather will have an influence on the outcome. A qualitative approach involves collecting and appraising judgements, options, even best guesses as well as past performance from ‘experts’ to make a prediction. There are several ways this can be done: a panel approach, Delphi method and scenario planning. 
Panel approach 
Just as panels of football pundits gather to speculate about likely outcomes, so too do politicians, business leaders, stock market analysts, banks and airlines. The panel acts like a focus group allowing everyone to talk openly and freely. Although there is the great advantage of several brains being better than one, it can be difficult to reach a consensus, or sometimes the views of the loudest or highest status may emerge (the bandwagon effect). Although more reliable than one person’s views, the panel approach still has the weakness that everybody, even the experts, can get it wrong. 
Delphi method 
Perhaps the best-known approach to generating forecasts using experts is the Delphi method. This is a more formal method which attempts to reduce the influences from procedures of face-to-face meetings. It employs a questionnaire, emailed or posted to the experts. The replies are analyzed and summarized and returned, anonymously, to all the experts. The experts are then asked to reconsider their original response in the light of the replies and arguments put forward by the other experts. This process is repeated several more times to conclude either with a consensus or at least a narrower range of decisions. One refinement of this approach is to allocate weights to the individuals and their suggestions based on, for example, their experience, their past success in forecasting, other people’s views of their abilities. The obvious problems associated with this method include constructing an appropriate questionnaire, selecting an appropriate panel of experts and trying to deal with their inherent biases.1 
Scenario planning 
One method for dealing with situations of even greater uncertainty is scenario planning. This is usually applied to long-range forecasting, again using a panel. The panel members are generally asked to devise a range of future scenarios. Each scenario can then be discussed and the inherent risks considered. Unlike the Delphi method, scenario planning is not necessarily concerned with arriving at a consensus but looking at the possible range of options and putting plans in place to try to avoid the ones that are least desired and taking action to follow the most desired. 
Quantitative methods 
There are two main approaches to qualitative forecasting: time series analysis and causal modelling techniques. Time series examine the pattern of past behaviour of a single phenomenon over time taking into account reasons for variation in the trend in order to use the analysis to forecast the phenomenon’s future behaviour. Causal modelling is an approach which describes and evaluates the complex cause–effect relationships between the key variables (such as in Figure S6.2). 
Time series analysis 
Simple time series plot a variable over time, then by removing underlying variations with assignable causes use extrapolation techniques to predict future behaviour. The key weakness with this approach is that it simply looks at past behaviour to predict the future, ignoring causal variables which are taken into account in other methods such as causal modelling or qualitative techniques. For example, suppose a company is attempting to predict the future sales of a product. The past three years’ sales, quarter by quarter, are shown in Figure S6.3(a). This series of past sales may be analyzed to indicate future sales. For instance, underlying the series might be a linear upward trend in sales. If this is taken out of the data, as in Figure S6.3(b), we are left with a cyclical seasonal variation. The mean deviation of each quarter from the trend line can now be taken out, to give the average seasonality deviation. What remains is the random variation about the trends and seasonality lines, Figure S6.3(c). Future sales may now be predicted as lying within a band about a projection of the trend, plus the seasonality. The width of the band will be a function of the degree of random variation. 

Forecasting unassignable variations 
The random variations which remain after taking out trend and seasonal effects are without any known or assignable cause. This does not mean that they do not have a cause, however, just that 

