Important role in planetary exploration

Abstact
Planetary rovers have important role in planetary exploration. Owing to this role, rovers are thorougly investigated to make navigation easily. One of the most significant component of autonomous navigation is vision based techniques. In this paper, some of the vision based navigation techniques are explained with a comprehensive literature survey on the existing rover navigation systems.
1.Introduction
Autonomous robotics is one of the most popular topic and the main subject of many research nowadays. The reason of this is that using robots to make manipulations in where existence of human is unlikely because it might be hazardous, unrealistic and environment is not known or uncertain. Kiss L.et.all(2003) state in their article that NASA's Sojourner, in 1997 traces of water were found on Mars by, underwater robots that needs to stay under water enough time for collecting sufficient number of samples, manipulator using in nuclear reactor and spy planes are examples of autonomous robots' application which is difficult or risky for human. To achieve autonomous behaviour, vision based navigaition is one of the most important part of autonomous robots compared to other navigation approaches, as a result of its facility to provide environmental information which may not be possible to take from other types of sensors as comprehensive as vision sensors do.

Gao,Y (2008) expresses that Planetary rovers such as Pathfinder, MER and Exomars, etc operating on Mars face remote control problems from Earth due to high communication delay. Gao,Y (2008) and Makhlouta, M. et all(2008) claim that taking into consideration Mars Exploration Rovers (MER) as an example, Earth ground station navigates the rover and it can occationally a few meters per Martian day (sol) owing to the fact that the hazard avoidance algorithm is computational complex. McCurm, M. et.al.(2008) argue that NASA's Sojourner, operated on Mars, where round-trip radio delays on the order of 40 minutes made interactive control impossible and nowadays Mars Science Laboratory and ExoMars invesitigate autonomous navigation systems, also techniques in order to maximaze usage of the time available without any detailed supervision from the ground station. In the light of above examples, research in the onboard autonomous navigation which can improve the sense,plan and act capability of rover has significantly increased in recent years especially optical flow techniques.

There are lots of vision based navigation approaches and different types of classification. In this report various vision based navigation techniques are mentioned with advantages and disavantages and some of them is thoroughly investigated, particularly applicable to planetary rovers. Firstly depth from focus and depth from defocus techniques are explained and then stereo vision is mentioned. After these, optical flow is stated and some of the examples of the optical flow approaches for existing planetary rovers is given.
2. Depth From Focus/Defocus
To recover depthly sufficently, one image does not give enough information, so several different images are needed. Depth form focus techniques depends on the fact that image porperties are changed by both the scene and camera parameters. The images are captured by changing the camera parameters.

Equation 2.1 is basic formula where f, d, e denote respectively focal length, distance of object from lens, distance of focal point from the lens.

If image plane is different from e like in Figure 2.1, the light from the object voxel will be cast on the image plane as a blur circle(Siegwart and Nourbakhsh (2004)). The radius of the circle (R) is defined according to equation 2.2 in terms of diameter of the lens (L), displacement of image and focal planes (d),e.

The physical effect summarized by the equation 2.1 and equatiin 2.2, one can imagine a visual ranging sensor that makes use of multiple images in which camera optics are varied (e.g., image plane displacement d) and the same is captured(Siegwart and Nourbakhsh (2004)).

Depth from focus is one of the basic visual ranging methods to find d. Image plane is easily moved by the sensors until obtaining maximum sharpness of the object which can be measured by subimage intesity (I) gradient according to equation 2.3 and 2.4.

Changing camera parameters for focus can be taken much time. Therefore, active search method is requiered and it will be slow.Depth from defocus is that a series of images takn with different camera geometries recovers the depth. Favaro, P. (2002) claims thatdepth from defocus is useful for small distance such as in microscopy.

Nourbakhsh et. al. (1996) state that depth from focus has an essential benefit over stereo and motion due to correspondence problem. Krotkov and Bajcsy[1993](cited by Nourbakhsh et. al. (1996)) express that their effortless depth from focus scheme which gets depth over two meters by combinig with stereo, can be fixed with other ranging system economically and efectively to construct a more trustworthy system.
3. Stereo Vision
Stereo vision is one of the techniques which recovers depth information from two images that have different perspectives. As it is shown in Figure 3.1, two cameras are placed at a distance far away from baseline(b)( Siegwart and Nourbakhsh (2004)).

According to equation 3.3, some comments can be done as follows;

The relationship between distance and disparity is inverse proportion. Nearer objects can be measured more precisely. On the other hand, the relationship between distance and b is proportion. For particular disparity error, the precision of the depth estimation increases with incerasing b.

Practically, perfect camera aligning can not be done, so camera calibration is needed.

Where R is rotation matrix for alignment. If cameras are perfectly aligned as in figure 3.1, R will be identity matrix. To obtain adequate calibration for stereo depth recovery by using two cameras, is required translation and rotation. Due to computationally complexity of calibration using two cameras, calibration using a single camera draws attention. A commonly practiced technique for such single camera calibration is based upon acquiring multiple views of an easily analyzed planar pattern, such as a grid of black squares on a white background(Siegwart and Nourbakhsh (2004)).

Stereo vision method has been implemented in ground based robots to avoid obstacle succesfully[8].

S. Hayati et.al. indicates that autonomous rover is assisted to update location of the rover relative to position of lander. Sufficent images are taken by stereo cameras of lander. Rover then turns slightly and again lander takes images. After these, lander compares the two set of images, consequently lander determines position of the rover which is then sent to rover. According to tests, Localization is precise at least 85%. However, this method can be used only for lander based localization(1997)

S. Hayati et .al. claim that If the rover is not in the field of lander's vision, the procedure will be changed. The mast of rover deployed. It makes shadow on the solar panel. The panoramic images taken by using shoulder roll joint are sent to the ground station. Position is estimated by using information from sun sensor and path is described. The scenario is needed to repeated at every 100m or 200m. Thus new commands such as go directly or change direction are supplied by ground station. This makes movement slowly(1997)

Laurent and Michel argue that To obtain 3D information using stereo vision requires intensive computation, and the depth data has more noisy effect compared to the other approaches such as laser.Despite of the these negative properties, images can be taken in microseconds by stereo camera which scanning rangefinders have higher cost and size than, because of these outstanding benefits , in active environment stereo cameras is used as mobile sensor.(1997)

S. Hayati et .al. metion that Another significant benefit of stereo vision is like that the information obtained by passive stereo vision constructs higher resolution image than laser systems. Therefore, the shapes of obstacle like rocks can be defined. However, if the obtacle has not sharp features, system can not identify the obstacle . To overcome this problem, active and passive perception should be used with together.(1997)
4. Optical Flow
Gao,Y. (2008) states that optical flow is a method inspired by the navigation systems of insect and birds. It expresses the direction and speed ,apparent motion, of the brightness patterns in the image, which can be obtained from successive 2D image i.e complex 3D object detection is not requried to derive the apparent motion. Thus imege processing consequently vision based autonomy is faster compared to stereo vision techniques.

According to Gao Y(2008), "This is based on the principle that the moving pattern in the image causes temporal variation of the image brightness or intensity". Makhlouta, M. et.al. say "This method classifies the groups based on their distance from the camera. Since objects close to the rover have a higher velocity vector field than more distant objects, the navigation system is able to interpret depth perception"(2008).

Assumption is like that changing in temporal intensity are related to motion solely. It is true only under little local tranlation in the image[6]. Flow vectors are determined as follows:

Aperture problem of optical flow occurs in equation 4.3 where there is one equation with two unknown components. To solve this problem, additional equations are needed with extra constraint. Gao, Y. (2008) explains that solely the part of velocity normal to the local intensity of structure such as an edge can be obtained, but the tangential part can not. These are reason why extra constraints are required.

Baron et al (1994) discussed optical flow methods with considering precision, calculation speed and noise effects and catogorized as follows: differential, region-based matching, energy, phase.

Lucas and Kanade (cited by Baron et all (1994), Gao (2008)) provided gradient based image matching algorithm. Makhlouto et all (n.d) claim that this approach is appropriate for planetary rover due its small average error, lower computation time than other methods and the most robust approach regarding noisy environments. However, it has some drawbacks. The window size affects precision inversely and robustness directly. In other words, if small window size is selected, the details will be maintained i.e. precision is high. If high window size is selected, it is for good of robustness. As mention above, there is a challenge between precision and robustness for selecting the window size(n.d).

Gao(2008) and Baron et al(1994) explain that it is adopted to determine optical flow vectors as follaws: A weighted least square(LS) fit of equation 2.3 is implemented to a invariable model of velocity (v) which can be got in a small spatial neighborhood by reducing:

Gao,Y expresses that the optical flow method is suitable for object recognation and path planing and it is being studied for ExoMars Rover navigation. Thus Optical flow module can be implemented existing ExoMars navigation to reduce computation for features identification and Optical flow algorithm can provide useful data on motions.(2008). In Figure 4.1, it can be seen two succesive images which is taken from MER rovers. In Figure 4.2 optical flow field isdetermined using Lucas and Kanade methods mentioned above. In the left side, image resolution is 128x128 pixels and image in the right side has 64x64 pixel resolution. In Figure 4.3 it is shown objects window.

Taken into consideration of above images, the optical flow technique gives sufficent response and image is constructed without intensive 3D vision computation. Also the optical flow is used only one camera.

In Figure 4. 4 (Gao,Y. 2008), it is seen that visual odometry , tracking target and on the fly obstacle avoidance can be done by using information extraction calculated by Optical flow field and this module can interface with existing modules.
5.Optical Flow-Stereo
Hrabar, S. et all(2005) show in their work that Optical flow module and stereo vision module can be combined to control Unmanned Aerial Vehicle (UAV) through inner-city canyon s and their experiments done on an autonomous tractor(CSIRO) are demostrated that combination of these techniques is more effective.

As seen in Figure 5.1, experiment for L shaped area is done three times for optical flow and none of them gives succesfull result, five times for stereo vision and there of them successed, five times for combination of this techniques and all of them achieve effectively.

In Figure 5.2, experiment for T junction shows that stereo only technique and combination of stereo and OF success five of the five attempts. Considering above L junction experiment , stereo-OF technique gives better result than techniques used seperately.
6.Conclusion
In this paper, vison based navigation techniques, depth from focus/defocus, stereo vision, optical flow and combination of stereo vision and optical flow, are thoroughly investigated. Stereo vision is well known and most commonly used in planetary exploration in order to obtain 3D image to examine unknown environment and avoid obstacle. However, there are important drawbacks of stereo vision to navigate planetary exploration. Intensive computation is the most significant problem and solution seems to use optical flow technique as stated in the section 4. It is suggested in the article (Gao.Y, 2008) that case study of optical flow techniques for ExoMars planetary rover gives succesful results cconsidering sufficent image construction as well computational time. Also optical flow technique is required only a single camera. Experiments of combination of stereo and optical flow (Hrabar, S. et al(2005)) is mention in section 5, provide compelling evidence that combined technique is more effective than other used solely for an autonomous tractor (CSIRO). Combined technique can be adopted in planetary rovers. Consequently, If detailed information is required, it can be obtained by stereo vision method and if avoiding obstacle and target tracking is required quickly, optical flow will overcome this problem.
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